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ABSTRACT 

PART I: RTCC 

The evaluat ion of t h e  Real Time Computer Complex presented in this 

study concentrates  on t h r e e  general  ob jec t ives :  

1. Capacity and Capabi l i ty  of  t h e  System t o  

Meet Requirements 

Ef fec t iveness  wi th  which the  System Meets 

t hese  Requirements 

Capabi l i ty  of  t he  System t o  Respond t o  

Changing Requirements 

2. 

3.  

Emphasis i s  placed on t h e  organizat ion of t h e  system, p a r t i c u l a r l y  

o f  the  Executive program, and the  use o f  s torage ,  m d  how these  r-elate  

t o  t he  above evaluat ion objec t ives .  

P a r t  11: SCATS 

This  p a r t  s e t s  f o r t h  the  r e s u l t s  of  t he  i n i t i a l  study o f  t h e  

Simulation Checkout and Training System, def ines  c e r t a i n  s a l i e n t  techni-  

c a l  quest ions t h a t  remained unanswered a t  t h e  conclusion of t h e  study 

and recommends analyses  t h a t  should be conduct.ed. .in. 
Apollo SCATS t o  provide answers t o  t hese  questionis. 

SGArS- and 

A. Cohen 
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SECTION I 

INTRODUCTION 

BACKGROUND OF STUDY 

This p a r t  o f  t he  MITRE study has been d i r ec t ed  a t  the. p re sen t  IBM 

7094 System, notwithstanding the  f a c t  -that this  system i s  being. rep laced  

by an IBM 360-75 System. 

t h e  whole o f  t h e  IBM 7094 System w i l l  he replaced.by t h e  and of 1966. 
t h e  time a t  which t h i s  study began, there.  was.-Li-t.kle information axa i lab le  

about t h e  360-75 System which could f a r m  t h e  hasis f o r  .aaalysis* 

d i r ec t ion  of NASA, MITRE has therefore  sLudie.datld.anaQzad..the p a s e n t  

capab i l i t y ,  and no time has been spent on t h e I B M  360-75 System, 

The study began with a de t a i l ed  analpis o f - t h e  IBM 7094 computers 

The f i rs t  360-75 has-been installed &heady and 

A t  

A t  t h e  

and t h e  software system. 

standing t h e  software l a y  i n  the  Executive System.. 

fundamental t o  t h e  performance and operat ian.  of the syst,em* 

was completed by the  generation of  two s e t s  of  cha r t s  descr ibing t h e  

working o f  the  Executive - t h e  Executive System Funct ional  Chart ,  which 

descr ibes  the  Executive from a func t iona l  ~ Q ~ I J ;  n f - v i e w ,  and. L b e  Ex- 

ecut ive System Logic Charts,  which char t  the  lag& f l o w  of  cont ro l  through 

t h e  Executive. 

It soon became agpxmt thah-khs keg. t o  under- 

The Executive i s  

This phase 

This ana lys i s  o f  t h e  Executive has been followed by analyses of  

se lec ted  top ic s ,  t he  se l ec t ion  being de terminedpr imar i ly  by t h e  time 

ava i lab le  t o  complete the  study. 

GENERAL OBJECTIVES OF THE STUDY 

Three general  ob jec t ives  have been definex3. f o r  a study of  t h e  RTCC,. 

They are:  

1. 

2.  

3. 

Capacity and Capabi l i ty  of  t h e  System t o  Meet Requirements 

Effect iveness  with which the  System Meets these  Requirements 

Capabi l i ty  of t he  System t o  Respond t o  Changing Requirements 

GENERAL OUTLINE OF STUDY 

Section I1 o f  t h i s  p a r t  o f  the r epor t  provides a genera l  func t iona l  

descr ip t ion  o f  t h e  RTCC System; Sect ion I11 descr ibes  the  objec t ives  of  

1 



t h e  study; Sect ion I V  contains t h e  analpis; Sect ion V summarizes the 

p r i n c i p a l  conclusions; and Section V I  d iscusses  recommendations f o r  

future study. 

2 



SECTION I1 

GENERAL FUNCTIONAL DESCRIPTION 

INTRO DUCT I O N  

A general  func t iona l  descr ip t ion  of the RTCC system i s .p rov ided  i n  

X~his sec t ion  t o  introduce those system elements fox which da ta  i s  pre- 

sented i n  t h e  ana lys i s  sec t ion  which folhm..-  The p r i n c i p a l  emphasis i n  

the analysis i s  on the organizat ion of the sgstem..and khe.performanca 

c h a r a c t e r i s t i c s  o f  t h e  executive soft.waxG consequently i n  t h i s  descrip- 

t i o n  t h e  material i s  presented on both h a r d w . e .  and pxogxim funct ions  as 

they re la te  t o  t h e  analysis objective, The mechaaizat,jan. of t hese  func- 

t i o n s  i s  t r e a t e d  only t o  t h a t  l e v e l  of  d e t a i l x h i c h  i s  requi red  t o  

understand what each element of t he  system daes.. It i s  assumed t h a t  the 

reader  has a general  working knowledge o f  the RTCC.. While no p a r t i c u l a r  

o r i e n t a t i o n  t o  hardware o r  software i s  assumed,. those . a s s o c i a t a d  w i t h  t h e  

l a t t e r  may f i n d  t h i s  r epor t  of  g rea t e r  i n t e r e s t .  

RTCC HARDWARE: FEATURES 

This sec t ion  discusses  ce r t a in  features of t h e  RTCC hardware system 

which have an important bearing on t h e  software,. No a%tempt i s  made, 

however, t o  descr ibe  t h e  hardware comprehensively, 

Figure 3-1 shows a s impl i f ied  block diagram of .one  of the IBM 7094 
computers. 

components of  the computer e 

Table A-3 i n  Appendix A contains  a l i s t  of  %he p r i n c i p d  

Multipro a- ammina C a p a b i l i  tg 

The multiprogramming capab i l i t y  of  t h e  FUCC System i s  f a c i l i t a t e d  by 

two hardware f e a t u r e s  t h e  use of which a r e  under program control.  

are  descr ibed very b r i e f l y .  

These 

Address Relobake Mohe 

When i n  t h e  Address Relocate Mode, an % b i t  Relocate Regis te r  

contains  a Relocation Factor  which i s  added t o  a l l  CPU-generated memory 

addresses,  except those generated during t h e  execution o f  a t r a p .  The 
Relocate Regis te r  does no t  contain t h e  leas t  s i g n i f i c a n t  8 b i t s  of  t h e  

address,  so  t h a t  r e loca t ion  t akes  p lace  by a m u l t i p l e  of 256, up t o  and 

including 255 X 256 (65,280). The computer can e n t e r  o r  leave the 

3 
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Relocate Mode under program cont ro l ,  and it w i l l  a l so  leave the Relocate 

Mode on a t r a p ,  or upon the  execution of t he  S to re  and Trap (STR) 

i n s t r u c t i o n .  

The use of t h e  Relocate feature allaws a l l  programs, except the b e  

ecut ive  Program t h a t  r e s ides  permanently i n  main core, t o  be assembled 

r e l a t i v e  t o  loca t ion  zero,  but  executed from any area of core t h a t  i s  

ava i l ab le  a t  t he  t i m e  of  execution. 

Address and Ins t ruc t ion  Pro tec t ion  Mode 

The Address and Ins t ruc t ion  Pro tec t ion  Mode (AIPM) permits  areas 
Two r e g i s t e r s ,  an Upper Bounds Regis te r  (UBR) of s torage  t o  be protected.  

and a Lower Bounds Regis te r  (LBR), are loaded with the  bounds of an area 

of s torage ,  and the  computer en te r s  AIPM. Either " ins ide  protect ion" o r  

f loutside pro tec t ion"  may be spec i f ied .  

area bounded between t h e  LBR and t h e  UBR, and outs ide  pro tec t ion  p ro tec t s  

t h e  area outs ide  these  bounds. 

address used t o  access main memory f a l l s  within t h e  pro tec ted  area, unless  

it i s  an I/Q generated address,  or an address generated by a t r a p  or t h e  

STR ins t ruc t ion .  

t i o n  Pro tec t ion  Mode under program cont ro l ,  and it w i l l  alsa l eave  AIPM 

on a t r a p  o r  upon executing t h e  STR ins t ruc t ion .  

Ins ide  pro tec t ion  p r o t e c t s  t h e  

A "Pro tec t  Trap" w i l l  o c c w  when any 

The computer can en te r  or leave the  Address and Instruc-  

The use o f  t h e  AIPM feature permits t he  Executive t o  r e s t r i c t  a 

program t o  i t s  own area of core,  and t o  prevent i t  f r o m  a l t e r i n g  anything 

outs ide  i t a  own area. Thus t h e  i n t e g r i t y  of a l l  core outs ide  t h e  program 

area i s  guaranteed. 

IBM 2361-A Large Capacity Storage 

-This  Core-storage device has been r e fe r r ed  t o  throughout t h i s  r epor t  

as t h e  "Core-File." It should no t  be confused with t h e  IBM 7253 Core 

Storage F i l e  o f  262,144, words which w a s  formerly used. 

The 2361-A Core-File provides 524,288 words of  random access s torage.  

The da ta  transfer ra te  i s  250,000 words/second through t h e  IBM 7286 

Direct  Data Channel. 

Core-File i n  s i n g l e  blocks,  of any s i z e ,  within t h e  s i z e  of  main core 

ava i lab le ,  s t a r t i n g  a t  any loca t ion  i n  the Core-File, t o  any area i n  

main core. 

Data may be t r a n s f e r r e d  between main core and t h e  

5 



PROGRAM STRUCTURE 

Two aspec ts  of what may loose ly  be ca l l ed  program s t r u c t u r e  are 

discussed i n  t h i s  sec t ion :  

tasks .  

Executive programs and Mission programs. 

between these  two c l a s ses  of programs w i l l  be described. 

t h e  use of  s torage and t h e  d iv is ion  of pragram 

The program may be gross ly  divided i n t o  two c lasses  af programs: 

The d iv is ion  o f  program t a sks  

I n  addi t ion ,  

t h e  a l loca t ion  of s torage  t o  these  two c l a s ses  o f  programs and t h e i r  

assoc ia ted  t a b l e s  i s  discussed. 

vided by Executive t o  the  Mission programs and how storage i s  used i n  t h e  

system because these  w i l l  be discussed extensively i n  t h e  ana lys i s  sec- 

t i o n  which follows l a t e r .  

Emphasis i s  placed on the serv ices  pro- 

Use o f  Main Core and Core-File Storage 

All programs are operated f r o m  main core; i n  it r e s i d e  t h e  input  and 

output bu f fe r  a reas  assoc ia ted  with t h e  Data Communication Gihannel ( D C C ) ,  

t h e  m o s t  f requent ly  used rou t ines  o f  t h e  Executive program, and an Etrecu- 

t i v e  bu f fe r  pool which i s  used f o r  temporary s torage  of da t a  and 

outs tanding program processing tasks .  

namically a l loca t ed  t o  programs which r e s i d e  on t h e  Core-File and are 

ca l l ed  i n  t o  opera te  as required,  

The remainder of main core i s  dy- 

The Core-File i s  used as a high speed random access bulk s torage  

device f o r  programs and da ta  t ab le s .  

t h e  less f requent ly  used Executive rou t ines  are s to red  on t h e  Core-File, 

Division of Program Tasks 

A l l  Mission programs and some of 

The program system i s  b u i l t  on a concept of d iv id ing  t h e  t a sks  be- 

tween an Executive, most o f  which r e s ides  permanently i n  main core,  and 

Mission programs which are  s to red  on t h e  Core-File and brought i n t o  main 

core when they are required t o  operate .  

The Executive performs seve ra l  t a s k s  f o r  t h e  system. It handles a l l  

input  and output operat ions,  provides f o r  logging of da ta ,  a l l o c a t e s  

space i n  core  f o r  programs which a r e  needed, and c a l l s  programs i n t o  

operat ion on t h e  b a s i s  of reques ts  by o ther  programs o r  t h e  r e c e i p t  of 

inputs .  With respec t  t o  t h i s  l as t  func t ion ,  t he  Executive maintains a 

program p r i o r i t y  and status t a b l e  which ind ica te$  f o r  each program where 

it i s  loca ted  and where i t s  outstanding t a sks  are loca ted  i n  t h e  Executive 

buf fer  pool. 

* 

These t a b l e s  a l so  i n d i c a t e  by con t ro l  b i t s  which programs 

6 



are queued ( t h a t  i s ,  have an outs tanding t a s k ) ,  which programs are i n  

process,  and which programs are suppressed from operation. These Execu- 

t i v e  con t ro l  funct ions are discussed i n  g rea t e r  d e t a i l  i n  t h e  sec t ion  

following, EXECUTIVE SYSTEM FUNCTIONS. 

Mission programs, which are r e loca ted  and protected,  re ly  heavi ly  

on t h e  Executive. 

They re ly  on t h e  Executive f o r  a l l  input/output operat ions.  

programs, because of t h e  r e l o c a t e  and p ro tec t  features, cannot make 

references t o  absolute  loca t ions  nor can they reques t  memory accesses 

outs ide  t h e i r  p ro tec ted  area. 

grams reques t  t h e  Executive t o  p lace  t h e  da t a  i n  t h e i r  work area. 

programs a l so  re ly  on t h e  Executive f o r  such miscellaneous se rv ices  as 

clock readings and t h e  formatt ing of da t a  f o r  BCD o r  t e l e type  output., 

They communicate with one another v i a  t h e  Executive. 

Mission 

I n  order  t o  obta in  da ta ,  t h e  Mission pro- 

Mission 

The M'ission programs contain a l l  of t h e  l o g i c  required t o  con t ro l  

t h e  mission and t o  provide t h e  computation assoc ia ted  with t racking ,  

telemetry, e t c .  The con t ro l  dec is ions  are performed by programs ca l l ed  

supervisors  and t h e i r  associated "functions.  The supervisors  c a l l  

upon processors ,  a second c l a s s  of programs, t o  perform necessary calcu- 

l a t ions .  Thus v i r t u a l l y  a l l  mission r e l a t e d  a c t i v i t y  i s  contained i n  

t h e  Mission programs. 

The Executive system, on t h e  o the r  hand, has  very l i t t l e  cognizance 

of mission a c t i v i t y .  This cognizance i s  r e s t r i c t e d  t o  a rout ing  t a b l e  

which i d e n t i f i e s  each incoming message type and ind ica t e s  how t h e  da t a  

should be handled, and t h e  program p r i o r i t y  t a b l e  which ind ica t e s  t h e  

r e l a t i v e  p r i o r i t y  and status of each of t h e  Mission programs. 

3c "Functions'l when used with quotat ion marks w i l l  i nd ica t e  a u n i t  of 

opera t ing  code which i s  p a r t  of a supervisor .  This i s  done t o  make c l e a r  

t h a t  we are t a l k i n g  of "functions" as used by IBM i n  t h e i r  RTCC program 

li terature.  The word funct ion without t he  quotat ion marks w i l l  be used 

i n  i t s  less r e s t r i c t i v e  sense throughout t h i s  sect ion.  

7 



EXECUTIVE SYSTEM FUNCTIONS 

Figure 3-2 presents  a block diagram ind ica t ing  the  flow of informa- 

t i o n  cont ro l led  by t h e  Executive system. A b r i e f  descr ip t ion  of each of 

these  Executive qont ro l  func t ions  w i l l  be presented. 

I ;  Data Communication Channel Inputs  - Upon a t r a p  by the  DCC, 

t h e  Executive t akes  con t ro l  and moves t h e  input  d a t a  t o  t h e  Executive 

buf fer  pool. 

input  message. 

they  may be ignored, shored on t h e  Core-File, o r  routed t o  t h e  appropri- 

a te  mission program. I n  t h e  l as t  opt ion ,  routed inputs ,  t h e  Executive 

leaves t h e  da ta  i n  t h e  Executive bu f fe r  pool along with appropriate  

con t ro l  information and queues t h e  mission program which w i l l  process 

t h e  da t a ,  

It then i n t e r p r e t s  t h e  message i d e n t i f i e r  por t ion  of t h e  
' 

Three options exist  f o r  t h e  d i spos i t i on  of input  messages; 

NOTE: A t  t h e  end of each of t h e  func t ions  described i n  

t h i s  s ec t ion ,  t h e  Executive en te r s  a sequencing rou t ine  

t o  determine which program t o  operate  next ,  

has t h r e e  e n t r i e s .  

t h e  p r i o r i t y  t a b l e  f o r  t h e  highest  p r i o r i t y  program which 

i s  queued o r  i n  process and ready t o  operate.  

two e n t r i e s  t o  t h e  sequencing rout ine  bypass t h e  search 

of t h e  p r i o r i t y  t ab le ;  t hese  are used when t h e  p r i o r i t y  

of a program can be assumed, These e n t r i e s  e i t h e r  re- 

s t o r e  t h e  l a s t  program t o  operate ,  o r  r e s t r i c t  t he  p r i o r i t y  

search t o  "functions" wi th in  et given supervisor.  

end o f  t h e  sequencing rou t ine  t h e  most cur ren t  t a sk  i s  

moved t o  the program working area and t h e  program i s  
s t a r t e d  

The rou t ine  

A t  t h e  p r i n c i p a l  e n t r y  it searches 

The o the r  

A t  t h e  

2.  DCC Outputs - Mission programs which have prepared da ta  f o r  

output on t h e  Data Communication Channel c a l l  upon t h e  Executive t o  do 

t h e  a c t u a l  output of da ta .  

moving t h e  da ta  t o  t h e  output bu f fe r s  and i n i t i a t i n g  t h e  channel com- 

mands. 

channel t r a p s ,  thereby ind ica t ing  completion of t h e  las t  output.  

This a c t i v i t y  of t h e  Executive includes 

If the  subchannel i s  busy, t h e  request  i s  stacked u n t i l  t he  

8 
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3 .  D i p i t a l  t o  TV Converter Outputs - This  a c t i v i t y  of t h e  

Executive system i s  analogous t o  t h a t  f o r  DCC outputs  with the  d i f fe rence  

t h a t  t h e  outputs  are made from program working b e a s  ins tead  a f  ..the 

dedicated buf fer  areas. 

4. Log Tape Outputs - The logging a c t i v i t y  of t h e  Executive 

i s  used t o  record on tape  se l ec t ed  DCC inputs ,  DCC outputs ,  and Dig i t a l /  

TV Converter Outputs. 

c r ea t e  log  records,  t o  i n i t i a t e  t h e  output ,  and, upon completion of out- 

put ,  t o  make ava i lab le  t h e  Buffer a reas  and/or program areas  from which 

d a t a  was wr i t t en .  

The logging a c t i v i t y  cons i s t s  of rou t ines  t o  

5. Linkage - Mission pragrsuns crammunicate with one another in-  

d i r e c t l y  through the  Executive l inkage rout ines .  

a wide v a r i e t y  o f  l inkage c a l l s .  These c a l l s  are used t o  queue new pro- 

grams, pass  con t ro l  information or d a t a  t o  o ther  programs vka t h e  

Executive, or t o  i n d i c a t e  completion of t he  previous task.  

The Executive i n t e r p r e t s  

6. Miscellaneous Services  - The Executive provides seve ra l  

se rv ices  f o r  mission programs upon request.  These include: suppression 

of l l funct ions,  release of “funct ions ,I1 moving da ta  i n t o  a designated 

area of a supervisor ,  changing t h e  inpu t  rout ing  t a b l e ,  providing clock 

readings and c a l l s  f o r  programs on t h e  system tape  t o  be read onto t h e  

Core-File. 

7. P r i n t h r i t e  Services  - Upon request  of mission programs 

t h e  Executive w i l l  t a k e  da t a  from a mission program, f o r m a t  it f o r  BCD o r  

teletype and output  t h e  da t a  on t h e  appropriate  channel. 

8 .  InDut/Output of Z Tables - I n  t h e  course of operat ion,  m i s -  

s ion  programs f requent ly  r equ i r e  da ta  t a b l e s ,  known as Z Tables, which 

are s to red  on the Core-File., 

Executive rou t ines  which handle a l l  o the r  1/0 operat ions,  t he  only reason 

f o r  d i s t inguish ing  between t h e  c l a s ses  of 1/0 i s  t o  ind ica t e  t h e  d i f f e r e n t  

types of t r a f f i c  involved. 

These 1/0 serv ices  are handled by t h e  same 

9.  Core Allocation - The Executive rece ives  iriput daka’and ’kink- 
. .  age c a l l ~ : f ~ ~ m ’ m ~ ~ s i ~ n  $ r o g p h s  both of which can resu l t  i n  a need f o r  

a program which i s  not cu r ren t ly  i n  main core. 

passes those  Executive a c t i v i t i e s  which a r e  required t o  f i n d  space i n  

Core a l loca t ion  encom- 

IO 



main core,  move t h e  program i n t o  core from t h e  Core-File and e n t e r  t h e  

program. 

10, Core-File Allocation - It i s  poss ib le  during some missions 
t h a t  a l l  o f  programs requi red  cannot be accommodated i n  Core-File and 

t h a t  some must remain on t h e  system tape .  To provide f o r  such cases ,  t h e  

Executive has rou t ines  t o  move programs t o  Core-File from the system 

tape  v i a  main core. 

11 



SECTION I11 

STUDY OBJECTIVES 

EVALUATION OF SALIENT STUDY AREAS 

This  s ec t ion  presents  a b r i e f  survey of t h e  three s a l i e n t  quest ions 

which are considered important f o r  analysis i n  a s tudy of t h e  RTCC. 

I .  

2. 

3.  Abi l i t y  of t h e  System t o  Respond t o  Changing Requirements 

Capacity and Capabi l i ty  of t h e  System t o  Meet Requirements 

Effect iveness  with which t h e  System Meets these  Requirements 

Capacity-and Capabi l i ty  of System t o  Meet Requirements 

A p r i n c i p a l  quest ion of i n t e r e s t  i s :  "Can t h e  job Be done wi th in  

t h e  time cons t r a in t s  of t h e  real-time environment?" 

system t o  perform a job  i s  a func t ion  of t he  computational load imposed 

by t h e  job ,  t h e  performance c h a r a c t e r i s t i c s  of t h e  hardware and t h e  

ind iv idua l  system programs, and the  way i n  which t h e  system i s  organized 

t o  handle t h e  programs and data .  The question of performing t h e  job 

within t h e  time cons t r a in t s  w i l l  r eso lve  i n t o  a consideration of whether 

t h e  required computations are performed without excessive backlogging o r  

delays,  

c e n t r a l  processing u n i t  i s  required t o  work, i s  a measure of whether jobs 

are being done wi th in  t i m e  cons t r a in t s .  

t e m  i s  sa tu ra t ed ,  t h a t  i s ,  i f  loading i s  a t  100% capaci ty ,  jobs are 

being backlogged and delayed. 

The a b i l i t y  of a 

System loading, expressed as t h e  percentage o f  t i m e  t h a t  t h e  

If f o r  s eve ra l  seconds t h e  sys- 

The system loading v a r i e s  during t h e  mission as the  computing re- 

quirements change from phase t o  phase. 

would consider both t h e  va r i a t ions  i n  computational load and t h e  computer 

hardware and software performance cha rac t e r i s t i c s .  This type of ana lys i s  

has been done i n  t h e  pas t  by IBM t o  est imate  t h e  capab i l i t y  o f  t h e  RTCC 

t o  perform t h e  necessary computations. 

t o  perform t h i s  ana lys i s  i n  which machine configurat ions as wel l  as in-  

put  loading c h a r a c t e r i s t i c s  were va r i ed  t o  determine i f  the system would 

car ry  t h e  load. 

An ana lys i s  of system loading 

A computer system model was used 

Another quest ion of i n t e r e s t  i s  concerned with t h e  u t i l i z a t i o n  of 

s torage  capaci ty ,  including t h e  use of main core,  Core-File and magnetic 
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tapes .  

bearing on the  capaci ty  and capab i l i t y  of t h e  system and it inf luences  

the  usage of CPU capaci ty  i n  sub t l e  ways. The manner of use of t h e  

Core-File i s  a l s o  important no t  only as it determines t h e  e f f e c t i v e  

t o t a l  s torage  ava i l ab le ,  but  a l s o  i n  i t s  inf luence on t h e  use of CPU 

capaci ty  . 

The amount of core s torage  ava i lab le  c l e a r l y  has an important 

Effect iveness  With Which t h e  System Meets These Reauirements 

No less important than t h e  study of capaci ty  and capab i l i t y  of t h e  

system and an e s s e n t i a l  adjunct t o  it, i s  a s tudy of  system ef fec t iveness .  

The type of quest ions addressed i n  such a study are not  whether t h e  system 

does t h e  job ,  but how well  it does it. This study focuses on t h e  organi- 

za t ion  of t he  system t o  determine i f  savings i n  computing capaci ty  can 

be achieved by changing t h e  way t h a t  programs and da ta  are handled. 

This s tudy would consider i n  p a r t i c u l a r  t he  design c h a r a c t e r i s t i c s  of t he  

Executive System and would make use of da ta  on t h e  loading imposed by 

var ious p a r t s  of t h e  system. 

Ab i l i t y  of the System t o  Respond t o  Changing Requirements 

The f l e x i b i l i t y  of t h e  system, o r  a b i l i t y  t o  respond t o  changing o r  

add i t iona l  requirements, i s  perhaps one of t h e  most cont rovers ia l  areas 

of i n t e r e s t .  

t i v e  evaluat ion - r a t h e r  it i s  more a subjec t  f o r  opinions and value 

judgments. 

RTCC and as such it should be worthy of study., 

It  i s  no t  a question t h a t  i s  r e a d i l y  amenable t o  quant i ta-  

However, it i s  of d i r e c t  concern t o  many people outs ide  t h e  

SCOPE OF THE MITRE STUDY 

In  sekking answers t o  each o f  t h e  s a l i e n t  quest ions f o r  study, t h e  

analyses t h a t  were made are described as follows: 

I .  

The study has been r e s t r i c t e d  on t h i s  quest ion t o  an ana lys i s  o f  t h e  

Capacity and Capabi l i ty  of t h e  System t o  Meet Requirements 

s t r u c t u r e  of program and da ta  s torage  on the  Core-File and a discussion 

of how t h e  e f f e c t i v e  s torage  c a p a b i l i t y  can be increased. 

2. 

Results from system model s imulat ions as w e l l  as t h e  s t a t i s t i c s  

Effect iveness  with which t h e  System Meets these  Requirements 

taken during mission s imulat ions have ind ica ted  t h a t  a l a r g e  por t ion  of 

t h e  system capaci ty  i s  taken up by t h e  Executive System, roughly ha l f  of 



t h e  used computing capacity.  

how t h e  system i s  organized with p a r t i c u l a r  emphasis being placed on t h e  

func t ions  performed by t h e  Executive System. 

zat ion on system loading has no t  been t r e a t e d  i n  d e t a i l  i n  t h e  p a s t ,  and 

s o  it w a s  f e l t  t h a t  by concentrating on t h e  system organizat ion some new 

l i g h t  could be shed on t h e  impact of software design on system computing 

capacity.  

This  observation l e d  t o  an examination of 

The e f f e c t  of system organi- 

3. Ab i l i t y  of t he  System t o  Respond t o  Changing Requirements 

This p a r t  of  t h e  MITRE s tudy has been r e s t r i c t e d  t o  a b r i e f  survey 

of t h e  important c h a r a c t e r i s t i c s  o f  software t h a t  a l l o w  f l e x i b i l i t y  and 

of t h e  p r i n c i p a l  aspec ts  of t he  hardware and software aystems t h a t  in -  

f luence t h e  a b i l i t y  t o  respond t o  changing requirements. 



SECTION I V  

ANALYSI 5 

INTRODUCTION 

This s ec t ion  r e p o r t s  t h e  a n a l y s i s - o f  three t o p i c s  which have been 

covered by t h e  MITRE s tudy  of  t h e  RTCC System. They are: 

1, Core-File U t i l i z a t i o n  

2. System Loading 

3 0  System F l e x i b i l i t y  

C ORE-FI LF, UTILI  Z AT1 ON 

This s ec t ion  presents  a d iscuss ion  on t h e  s t r u c t u r e  of Core-File 

s torage.  

t e n t s  o f  t h e  Core-File can be r e l a t e d  t o  t h e  phases o f  t h e  mission. 

I n  t h i s  context  "s t ruc ture"  r e f e r s  t o  t h e  way i n  which t h e  con- 

Current p r a c t i c e  is  t o  s t o r e  a l l  programs and a l l  d a t a  t a b l e s  ( Z  Tables) 

on t h e  Core-File f o r  a l l  phases o f  t h e  mission. The capab i l i t y  exists t o  

s t o r e  programs on magnetic tape ,  and t o  br ing  them i n  t o  t h e  Core-File as 
required (queued) by t h e  program. 

F i l e ,  is queued, space i s  a l loca ted  on t h e  Core-File and t h e  program is  read 

i n  from magnetic t ape  and w r i t t e n  i n t o  t h e  a l l o c a t e d  space. Information on 
t h e  requirements f o r  programs by phase of t h e  mission is r e a d i l y  ava i lab le .  

A t  present  t h e  software c a p a b i l i t y d o e s  not  e x i s t  t o  a l l o c a t e  Z Tables from 

tape  as needed and information on t h e  requirements f o r  Z Tables by phase of 

t h e  mission i s  not  r e a d i l y  ava i lab le .  

When a program, that i s  not on t h e  Core- 

The approach t o  t h e  ana lys i s  of mission program s torage  vas t o  c l a s s i f y  

them according t o  mission phase i n  which they  are used, and t o  a t t a c h  a 

"Usage Code" t o  each mission program. 

under "Usage of Mission Programs", and it has a bear ing  on a d iscuss ion  of 

t h e  use of  magnetic t a p e  as an a u x i l i a r y  s t o r e  t o  back up t h e  Core-File. 

This w i l l  be shown, i n  t h e  paragraphs under 

Storage Requirementstf, later i n  t h i s  section., 

This Usage Code w i l l  be descr ibed 

"Discussion of Mission Program 

The approach t o  ana lys i s  of  da t a  t a b l e  s torage  was t o  c l a s s i f y  and 

t a b u l a t e  d a t a  t a b l e s  by s ize  of t h e  t a b l e  (number of words). 

ca t ion  of da t a  t a b l e s  i s  not  of  primary importance t o  a '  d i scuss ion  

The c l a s s i f i -  



of  t h e  s t r u c t u r e  of t h e  Core-File s torage,  but  it has a bearing on c e r t a i n  

aspec ts  of t h e  ana lys i s  of Program Operating S t a t i s t i c s  i n  t h e  s e c t i o n  on 

System Loading. 

Sources of Data 
The ana lys i s  of Core-File U t i l i z a t i o n  vas based on da ta  f o r  t h e  GTA-9 

Gemini-Agena Rendezvous Mission. The following sources of da t a  were used: 

1. "Ninth Gemini Mission Development Plan" , dated 3 May 1966. 

This document provided a l i s t  of  programs included i n  t h e  

GTA-9 Mission Operational Program, 

2. "Gemini-Apollo Executive System I n i t i a l i z a t i o n .  Copies of 

On-Line Messages and Other Information", dated 6 May 1966. 

This on-line p r in tou t ,  made a t  t h e  t i m e  of Executive I n i t i -  

a l i z a t i o n ,  provided information on t h e  sizes o f  programs on 

t h e  Core-File, and a l is t  o f  Z Tables on t h e  Core-File and 

t h e i r  dimensions, f o r  GTA-9., 

3 .  Discussions with James C. Stokes, Ass i s t an t  Chief, Real-Time 

Program Development Branch, Mission Planning and Analysis 

Division, 

and t h e  phases i n  which they a r e  used, 

Information was obtained on t h e  usage of programs 

Analysis of  Core-File U t i l i z a t i o n  by Mission Phase 

Phases of t h e  Mission 

A Gemini rendezvous mission, such as GTA-9, i s  divided i n t o  

t h e  following phases: 

Prelaunch 1 - Agena prelaunch ( P l )  

Launch 1 - Agena launch ( L l )  

Prelaunch 2 - Gemini prelaunch (P2) ( Includes Agena 

Launch 2 - Gemini launch (L2) 

Orbi t  - Gemini and Agena o r b i t  (0) 

Reentry - Gemini r een t ry  (R) 

Orbi t  ) 
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Programs Required i n  Mission Phases 
The accompanying Table 3-1 summarizes t h e  requirements f o r  

s to rage  on t h e  Core-File i n  each phase o f  t h e  mission, 

Appendix A l ists  these  requirements i n  more d e t a i l .  

Table A-I i n  

It may be observed from Table A-I, that t h e  Prelaunch 2 and 

Orbi t  phases overlap t o  a very grea t  ex ten t .  

programs a r e  requi red  i n  Prelaunch 2 because t h e  Agena is  i n  Orbi t .  

This processing is suspended during Launch 2. During Launch 2, however, 

t h e r e  i s  a requirement t o  have Re-entry phase programs on t h e  Core-File, 

i n  case of an abor t .  Therefore, Table 3-1 includes a column which com- 

bines  t h e  requirements f o r  Launch 2 and Re-entry.. 

Many of  t h e  Orbi t  phase 

Usage of Mission Programs 

Table A-I contains  t h e  fo l lov ing  code (Usage Code) t o  c l a s s i f y  

t h e  usage o f  mission programs: 

F - Frequently used 

I - Inf requent ly  used 

T - Used a t  p a r t i c u l a r  times durigg a mission o r  

during an o r b i t ,  but not a t  regular  f requent  

i n t e r v a l s ,  o r  upon a manual input  

C - Contingency use during abor t  

T i s  always used i n  combination with F or I, The impl ica t ion  of  

T i s  t h a t  t h e  program would probably not  be requi red  a t  s h o r t  not ice .  

E i the r  t h e  time a t  which these  programs a r e  needed isould be def ined v e l 1  

i n  advance, o r  t h e  need is  a r e s u l t  o f  some dec i s ion  by a con t ro l l e r ,  and 

i n  such cases  t h e r e  i s  probably no g r e a t  urgency (not  required v i t h i n  a 
f r a c t i o n  of a second) 

The combination FT means t h a t  t h e  program i s  used only a t  ce r t a in  

times, which may occur infrequent ly ,  bu t  when t h e  occasion arises t h e  

program is heavi ly  used. 

used only a t  c e r t a i n  times, and, a t  these  times, it i s  used inf requent ly ,  

The combination I T  means that t h e  program i s  
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No frequency code i s  s p e c i f i e d  f o r  Executive rout ines .  

of the Executive which r e s ides  i n  core  contains  t h e  most f requent ly  used 

rout ines ,  while some of t h e  rou t ines  on t h e  Core-File are comparatively 

inf requent ly  used. 

That p a r t  

Discussion o f  Mission Program Storage Reauirements 

Table 3-1 i n d i c a t e s  t h a t  t h e  l a r g e s t  requirements f o r  Core-File s torage  

occur during t h e  Prelaunch 2 and Orbi t  phases. 

ment f o r  programs and t a b l e s  f o r  a l l  phases of t h e  mission i s  497,162 v h i l e  

t h e  maximum requirement occurs during t h e  o r b i t  phase, when it i s  431,685. 
It i s  c l e a r ,  t he re fo re ,  that no g r e a t  saving of Core-File s torage  can be 

achieved simply by a l l o c a t i n g  programs from tape  t o  t h e  Core-File as re-  

quired by phase. 

requirement, o r  otherwise increase  t h e  amount o f  ava i l ab le  Core-File s torage ,  

by about 63,793 (note:  

on t h e  Core-File - t h e  Core-File Allocat ion Supervisor,  and t h e  TaDe-to-Core- 

F i l e  Transmission Processor) .  

The t o t a l  s torage  require-  

This procedure would reduce t h e  maximum Core-File s torage  

t h i s  inc ludes  t h e  need f o r  two a d d i t i o n a l  programs 

I n  order  t o  inc rease  s t i l l  f u r t h e r  t h e  a v a i l a b l e  Core-File s torage,  it 
would be necessary t o  remove se l ec t ed  rou t ines  from t h e  Core-File, and t o  

br ing  each program i n  from tape  vhen it is  queued, 

t h a t  would be prime candidates f o r  removal from t h e  Core-File, vould be 

those t h a t  a r e  used only a t  p a r t i c u l a r  times - ind ica ted  by a T under Usage 

Code i n  Table A-I, 

can be e s t ab l i shed  eayly enough s o  t h a t  t h e  program 

tape  t o  t h e  Core-File i n  time t o  be used, A l t e rna t ive ly  a c o n t r o l l e r  makeg 

a dec is ion  t h a t  t h e  t i m e  i s  r i g h t  t o  ca r ry  out  t h i s  processing; if the re  i s  
no urgency, some de lay  can be t o l e r a t e d  while t h e  program i s  brought i n ,  Of 

coupse, it would be necessary t o  consider  each program on its own mer i t s  t o  

decide whether it could be s a t i s f a c t o r i l y  used from tape ,  

The kind of programs 

The assumption i s  t h a t  t h e  need f o r  one of t hese  progr9ms 

can be t r a n s f e r r e d  from 

Core-File Allocat ion has been used i n  t h e  pas t  and t h e  technique w i l l  

work. 

The problems with t h e  procedure were mostly assoc ia ted  with t h e  t i m e  it takes  

t o  change over from one phase t o  another,  o r  t h e  t ime t o  br ing  i n  a s i n g l e  

rout ine  from tape  t o  Core-File. I n  p a r t ,  t h i s  was no doubt due t o  i n t e r -  

rup t ions  f o r  higher  p r i o r i t y  processingo If t h e r e  were a r e a l  need t o  uFe 

However, it appears t h a t  t h e  procedure vas not  e n t i r e l y  s a t i s f a c t o r y .  



t h i s  f e a t u r e  o f  t h e  system again,  the .*recent ly  improved system 

made t o  work s a t i s f a c t o r i l y .  

not  j u s t  a programming problem. 

it is poss ib le  t o  change 017er completely from one phase t o  another  within 

15 t o  20 seconds. 

accept  some degradation of se rv ice ,  eve2 t o  nea r ly  complete suspension of 

processing during t h e  t r a n s f e r .  Some changes t o  Executive would probably 

be necessary,  but  no ana lys i s  has been made of t h i s  i n  t h i s  study. 

could be 

However, it is  worth point ing out  that it i s  
S t r i c t l y  from a programming poin t  of view, 

However, t h i s  would imply t h a t  mission con t ro l l e r s  would 

Analysis of Table Storage 

D a t a  Tables (2 Tables)  are s t o r e d  permanently on t h e  Core-File, and 

as was s t a t e d  e a r l i e r ,  no capab i l i t y  exists a t  present  t o  a l l o c a t e  t a b l e s  

t o  t h e  Core-File by mis s im phase o r  when needed. Data, t h a t  would ind i -  

c a t e  t h e  phases i n  which a t a b l e  i s  used, i s  not  r e a d i l y  ava i l ab le ,  and no 

information has been found t o  i n d i c a t e  that a l l o c a t i o n  o f  t a b l e s  t o  Core- 

F i l e  by phase o r  by need would r e s u l t  i n  s i g n i f i c a n t  saving of Core-File 

space. The ana lys i s  o f  t a b l e  s torage  has the re fo re  been r e s t r i c t e d  t o  a 

t abu la t ion  of  t a b l e s  by length  o f  t a b l e  (number of words). Table A-2 i n  

Appendix A contains  a f u l l  l i s t i n g  of number of  t a b l e s  aga ins t  l eng th  of 

t a b l e .  This da t a  i s  summarized i n  Table 3-2 i n  groups o f  t a b l e  s i ze .  Thus 

f o r  example, t h e  first s i z e  group includes a l l  t a b l e s  between I and 25 words 

i n  length.  

of  Group" ( t o t a l  number o f  words of s to rage  requi red) .  

11% Number o f  Tables" , 
whole set  o f  Z Tables,  

Table 3-2 l ists  "Number o f  Tables" i n  each group and t h e  "Size  

Table 3-2 a l s o  l ists  
Size  of Group" and cumulative percentages, of tke 

Table 3-2 i n d i c a t e s  c l e a r l y  t h a t  t h e  major i ty  of Tables a r e  q u i t e  

While i n  i t s e l f  t h i s  f a c t  i s  not  necessa r i ly  very s i g n i f i c a n t ,  t h e  s h o r t ,  

da t a  w i l l  be used again i n  the  s e c t i o n  on System Loading, 

Summary o f  Core-File U t i l i z a t i o n  Analysis 

This ana lys i s  has ind ica ted  t h a t  a t  t h e  time of maximum requirement 

f o r  Core-File s torage ,  which occurs during t h e  Orbi t  Phase of  t h e  mission, 

approximately 87% o f  t h e  t o t a l  programs and t a b l e  s torage  i s  needed. This 

i s  based on t h e  assumption t h a t  a l l  Z Tables a r e  requi red  during a l l  phases 

of t h e  mission, 

of t h e  mission, 63,793 words of  Core-File s torage  would be saved. 

saving of space on t h e  Core-File could be made by removing se l ec t ed  pro- 

grams, and a l l o c a t i n g  them from tape  t o  t h e  Core-File when needed. 

Thus i f  programs were a l loca ted  t o  t h e  Core-File by phase 

Further  
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It has been found t h a t  t h e  major i ty  o f  t a b l e s  on t h e  Core-File are 

q u i t e  sho r t .  

t h e  s e c t i o n  on System Loading. 

This aspec t  of  Core-File U t i l i z a t i o n  w i l l  be examined i n  

SYSTEM LOADING 

The discussion o f  system loading w i l l  at tempt t o  d i s s e c t  t h e  system 

load and i d e n t i f y  how much o f  t h e  load i s  due t o  each func t iona l  element 

of t h e  system. 

of changes i n  system load  as t h e  mission progresses from phase-to-phase, 

but r a t h e r  t o  look a t  a p r o f i l e  of  system u t i l i z a t i o n  and i n d i c a t e  how 

much of system capac i ty  i s  used f o r  mission programs and how much is  used 

by each of t h e  func t iona l  elements of  t h e  executive., 

The purpose o f  this ana lys i s  i s  not  t o  i d e n t i f y  t h e  cause 

Sources of Data 

Data f o r  t h e  system loading ana lys i s  was taken from an APOLLO 201 

s imulat ion mission. 

t o  provide inputs  t o  t h e  system. Mission con t ro l  personnel p a r t i c i p a t e d  

i n  t h e  conduct of t h e  test;  the re fo re ,  r e a l i s t i c  d i sp l ay  request  a c t i v i t y  

i s  included i n  t h e  system load. 

The da ta  was taken on 31 January 1964 using t h e  GSSC 

Although it would have been more des i r ab le  t o  use d a t a  from one of  

t h e  GEMINI  missions, t h i s  was not  poss ib le ,  because executive s t a t i s t i c s  

have no t  been recorded on GEMINI  missions s ince  GT-3 and GT-& 
i n t e r im  period, s e v e r a l  major changes t o  t h e  system have been made there-  

by making t h e  performance da ta  taken on those  e a r l y  missions less appl ica-  

b l e  t o  t h e  cur ren t  system. 

core and t h e  d e l e t i o n  o f  an Executive processor c a l l e d  XXRUTE, which was 

replaced by a more e f f i c i e n t  system of handling s t o r e  mode inputs .  Attempts 

t o  obta in  da ta  on t h e  GT-9 Launch Abort s imulat ions were not successfu l .  

The da ta  taken during t h e  APOLLO 201 s imulat ion includes two of t h e  

I n  t h e  

These changes include doubling t h e  s i z e  o f  main 

t h r e e  groups of s t a t i s t i c s  which can be taken, by t h e  system, namely, 

Central  Processor U t i l i z a t i o n  and t h e  Executive S t a t i s t i c s .  The t h i r d  

group, Processor S t a t i s t i c s ,  were not  included i n  t h e  run, 

The Cent ra l  Processor Unit (CPU)  u t i l i z a t i o n  s t a t i s t i c s  present  t h r e e  

measurements of  system loading: 

was being used, t h e  percentage of  time t h a t  t h e  system was wait ing f o r  

I /O  and t h e  percentage o f  t i m e  t h a t  t h e  system was i d l e .  

t h e  percentage of  time t h a t  t h e  system 

The Executive s t a t i s t i c s  present ,  f o r  each of approximately eighteen 

Executive a c t i v i t i e s ,  t h e  average t i m e  per  execution, t h e  frequency of 
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execution and t h e  percent of c e n t r a l  processor time used by t h e  a c t i v i t y .  

It should be noted t h a t  these  Executive a c t i v i t i e s  a re  not  i d e n t i c a l  with 

t h e  Executive func t ions  ind ica t ed  i n  t h e  Executive func t iona l  desc r ip t ion ,  

but ,  t he  loads measured f o r  t h e  ind iv idua l  a c t i v i t i e s  can be combined t o  

account f o r  t he  t o t a l  load imposed by each o f  t hese  Executive func t ions .  

For example, t he  load on t h e  system crea ted  by t h e  serv ic ing  of  a Data 

Communication Channel input  i s  composed of t h r e e  Executive a c t i v i t i e s  

measured by the  s t a t i s t i c s  gather ing system: DCC t r a p  serv ic ing ,  DCC 

input  d a t a  se rv i c ing ,  and a scan of t h e  p r i o r i t y  t a b l e  t o  s t a r t  (or re- 

s t o r e )  t h e  h ighes t  p r i o r i t y  program which i s  ready t o  operate .  

Resul ts  

During the  simulated miss ion ,  t h e  CPU s t a t i s t i c s  were taken f o r  each 

30 second i n t e r v a l  from approximately 19 minutes before launch u n t i l  1% 

minutes a f t e r  launch. 

twenty second i n t e r v a l s  occurr ing a t  approximately 1 minute and 9 minutes 

a f t e r  launch. 

two sample i n t e r v a l s .  

during t h e  mission. 

Executive Programs i s  ind ica t ed  i n  t h e  f igu re .  

s t a t i s t i c s  imposes an add i t iona l  load on the  system as  s h a m  by the  two 
po in t s  l ab led  with an S on t h e  f i g u r e .  

The Executive s t a t i s t i c s  were taken during two 

The ana lys i s  w i l l  concentrate  on t h e  da ta  taken i n  these  

Figure 3-3 shows t h e  h i s t o r y  of t he  CPU u t i l i z a t i o n  

The percentage of  t o t a l  capaci ty  used i n  Miskion and 

The gather ing of Executive 

ldithin the  two sample i n t e r v a l s ,  t he  system loading has been separ4 

a t ed  i n t o  i t s  s e v e r a l  components. Tables 3-3 and 3-4 i n d i c a t e  t h e  CPU 

loadihg p r o f i l e s  f o r  t h e  two i n t e r v a l s .  

centage of capaci ty  i s  given. 

t o t a l  ava i l ab le  capaci ty ,  capaci ty  a c t u a l l y  used working i n  Mission and 

Executive, and capac i ty  used i n  the  Executive alone. 

For  each system a c t i v i t y  a per& 

Three parameters o f  capaci ty  a r e  used: 

In  addi t ion  t o  

t hese  c a p a c i t i e s ,  t h e  number o f  occurrences of each o f  t h e  Executive 

a c t i v i t i e s  i s  ind ica ted .  For  example, Table 3-3 i n d i c a t e s  t h a t  t h e  t o t a l  

ava i l ab le  capac i ty  used working i n  Miss ion  p lus  Executive was 57.96%. O f  

t h e  t o t a l  ava i l ab le  capaci ty ,  t h e  Mission programs used 31.32% and Execu- 

t i v e  used 26.64%. 
of capaci ty  used working i n  Mission p lus  Executive (57 .96%),  t h e  t a b l e  

i n d i c a t e s  t h a t  roughly 54% was used i n  Mission and 46% was used i n  

Executive. 

by each of t he  Executive system funct ions  i s  given, For example, t he  ser -  

v ic ing  of 44.8 DDC inpu t s  required 7.90% o f  t h e  capaci ty  used by Executive. 

Considering these  same a c t i v i t i e s  from the  viewpoint 

I n  the  l a s t  column the  percedkage of Executive capaci ty  used 
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TABLE 3-3 

APOLLO 201 SIMULATION 

CPU LOADING PROFILE AT I MINUTE AFTER LAUNCH 

System Ac t iv i ty  

S t a t i s t i c s  Gathering 3t 

I d l e  or Waiting 

Working 36 (Mission & Executive) 

Mission +$ 

Executive 

DCC Inputs  

DCC Outputs 

D/TV outputs  * 
Logging 

Linkage 

Misc. Services  3t 

P r i n t  Write +$ 

Z Table 1/0 it 

Core Allocat ion 

Core F i l e  Allocation 

Sequencer Overhead 

Number 
o f  0 c CUT- 

448 
48 

164 
100 

1694 
606 

17 
2768 

3 
0 

560 

18.76 
23 ., 28 
57.96 

31.32 
26.64 

CaDacii 

lorkine: 

es 

xe cut  i v e  

7.90 
1 .oo 
3.92 
8.60 

12.91 
5.30 
I . I 5  

57.30 
0 35 

0.00 

I .58 

These loads are not  e x p l i c i t l y  given by t h e  s t a t i s t i c s  gather ing 

system but were der ived by a l l o c a t i n g  t h e  measured system load on t h e  

bas i s  of expected system a c t i v i t y .  See explanation i n  t e x t .  
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TABLE 3-4 

APOLLO 201 SIMULATION 

CPU LOADING PROFILE AT 9 MINUTES AFTER LAUNCH 

Number 
of  Occur- 

System Ac t iv i ty  

% O  

Tota l  

S t a t i s t i c s  Gathering 3t 

I d l e  o r  Waiting 3t 

Working +t (Mission & Executive) 
~~~~ ~ ~ 

Mission * 
Executive 

DCC Inputs  

DCC Outputs 

D/TV outputs  +c 

Logging 

Linkage 

Misc. Services  3t 

P r i n t h r i t e  3: 

Z Table 1/0 3t 

Core Allocation 

Core F i l e  Allocation 

Sequencer Overhead 

rences 

883 
53 

20 I 

113 
1736 
521 

,101 

2906 
3 
0 

576 

ivai lable  

19-58 
13.58 
66.84 

35 e 31 
37.53 

Casaci. 

lorkinq 

52.83 
47.17 

3s 

recutive 

13.64 
1 . I1  

4e83 
10.14 
11 . I4  
3.96 
5.85 

47 63 
e 29 

0.00 

1.39 

3t These loads are no t  e x p l i c i t l y  given by t h e  s t a t i s t i c s  gather ing 

system but  were der ived by a l l o c a t i n g  the  mea,sured system load on t h e  

bas i s  of  expected system a c t i v i t y .  See explanation i n  text .  
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It should be noted t h a t  a l l  of t h e  information required t o  m a k e  . 1  

a l loca t ion  of system loads t o  t h e  var ious  func t ions  i s  not  e x p l i c i t l y  

given by t h e  s t a t i s t i c s  gather ing system. 

t h e  t a b l e  were der ived from other  system considerations.  

t h e  percentage of capaci ty  working i n  Executive and Mission programs was 

der ived by averaging t h e  loads i n  t h e  i n t e r v a l s  p r i o r  t o  and following 

t h e  Executive s t a t i s t i c s  sample i n t e r v a l .  

from t h e  t o t a l  load f o r  t h e  30 sec.  sample i n t e r v a l  t o  obtain CPU load 

a t t r i b u t a b l e  t o  s t a t i s t i c s .  Because s t a t i s t i c s  were taken f o r  only 20 

seconds of  t h e  30 second i n t e r v a l ,  t h e  percent  of c e n t r a l  processor 

capaci ty  used i n  gather ing s t a t i s t i c s  was increased by 50%. 

r a t e d  increase  i n  s t a t i s t i c s  gather ing a l so  r e s u l t e d  i n  a corresponding 

decrease i n  capaci ty  spent  i n  i d l e  o r  waiting. 

Items which are a s t e r i sked  i n  

For example, 

This work load was subt rac ted  

This  pro- 

Discussion of Results 

The results i n d i c a t e  f o r  both sample i n t e r v a l s  t h a t  t h e  Executive 

work load comprises roughly h a l f  of t h e  used system capacity.  

be noted t h a t  some of t h e  work load ind ica ted  as mission i s  a c t u a l l y  work 

performed by r e loca ted  Executive processors.  The capaci ty  used by these  

programs i s  measured by the  processor s t a t i s t i c s  gather ing system which .  

was not  included i n  t h e  mission simulation run. 

of capac i ty  used f o r  t hese  r e loca ted  Executive programs i s  small; during 

a GT-4 playback mission it amounted t o  roughly l e7% of t h e  r e loca ted  

program work load. 

It  should 

A t  any rate t h e  amount 

While ha l f  of t h e  used system capac i ty  may seem t o  be a l a r g e  p r i c e  

t o  pay f o r  Executive func t ions ,  one must be caut ious about c r i t i c i z i n g  a 

system on t h i s  b a s i s  alone. 

cause it performs s o  many serv ices  f o r  t h e  mission programs. 

se rv ices  had t o  be performed by t h e  mission programs, t h e  add i t iona l  com- 

put ing capaci ty  used by the  mission programs might outweigh t h e  savings 

i n  Executive. I n  another case, t h e  r a t i o  of Executive usage t o  mission 

usage may be high because t h e  amoynt of t ime t o  perform mission calcula- 

t i o n s  i s  small. For  example, i f  it takes  600p sec  f o r  t h e  Executive t o  

transfer from one program t o  t h e  next  and each program only r equ i r e s  

300p see t o  perform i t s  t a sk ,  t h e  Executive would use 2 / 3  of capaci ty  

and mission programs would use 1/3 of capacity;  t h i s  crude example assumes 

The Executive load may be high simply be- 

If these  
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no o ther  a c t i v i t y  being performed. 

case by consol idat ion of mission program funct ions  t o  r equ i r e  fewer l ink-  

age c a l l s  through t h e  Executive. 

An improvement could be sought i n  t h i s  

There a r e  t h r e e  a reas  where poss ib le  improvement i n  Executive load- 

ing  should be explored, 

- Z Table Consolidation 

Turning once more t o  the  resul ts  i n  Tables 3-3. and 3-4, it can be 

noted t h a t  t he  bulk of Executive loading, 57% and 47% respec t ive ly ,  i s  

involved with moving Z Tables t o  and from the  Core-File. This t r a f f i c  

load w i l l  be discussed t o  show how consol idat ion might payoff i n  a reduc- 

t i o n  of Executive work load. Mission programs, upon c a l l i n g  for I / O ,  may 

request  s eve ra l  t a b l e s  t o  be moved through the  use of mul t ip le  arguments 

i n  t h e  c a l l .  Considering both i n t e r v a l s ,  t h e  mission programs averaged 

1.4 argument s e t s  per  c a l l .  The Executive however, makes up a separa te  

1/0 command f o r  each t a b l e ,  ind ica ted  by a s i n g l e  argument s e t ,  and must 

se rv ice  an ind iv idua l  channel t r a p  f o r  each t a b l e  t r ans fe r r ed ,  Mission 

programs f r equen t ly  r equ i r e  more than one t a b l e ;  some requ i r e  as many as 

s ix  t a b l e s  t o  be read i n  during the  course of operat ion,  

t a b l e s  could be consolidated i n t o  one l a r g e r  t a b l e  which could be read i n  

as a s i n g l e  block, t h e  Executive load would be reduced. A s  an a l t e r n a t e  

so lu t ion ,  i f  they could be placed adjacent  t o  one another on t h e  core f i l e ,  

and a new t a b l e  def ined which i s  equal  t o  t h e  sum of these  smaller t a b l e s ,  

t he  group of t a b l e s  could be read  i n  as a s ing le  block. 

If these  

No q u a n t i t a t i v e  estimate of t h e  savings i n  Executive loading through 

consol idat ion of Z Tables has been made because t h e  necessary da t a  for 

such an ana lys i s  w a s  n o t  r e a d i l y  ava i lab le .  

Storage of Z Tables 

An ana lys i s  o f  t h e  d i s t r i b u t i o n  of t r a p s  which ind ica t e  t h e  end of 

a d a t a  transmission, shed some l i g h t  on t h e  amount of t i m e  required t o  

accomplish Z Table t ransmissions t o  and from t h e  Core-File. A t y p i c a l  

i n t e r v a l  of  system processing i s  shown i n  t h e  f i g u r e  below. 
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Figure 3-4 

Typical Processing I n t e r v a l  

DISABLED COMMAND ENABLED 

If t r a p s  were random with respec t  t o  t i m e  of a r r i v a l  one might ex- 

pec t  t h a t  t h e  frequency of t rapping  i n  a mission program would be 

roughly propor t iona l  t o  mission program duration. 

pec t  t he  number of t r a p s  i n  Executive and i n  i d l e  time t o  be propor t iona l  

S imi la r ly  one would ex- 

During t h e  first sample i n t e r v a l  t h e r e  were 3576 1/0 

were d i s t r i b u t e d  as follows among t h e  th ree  system 

t o  t h e i r  duration. 

t r aps .  These t r a p s  

a c t i v i t i e s .  

Traps dur ng Executive 2860 

Traps during I d l e  T i m e  41 8 
Traps during Mission Programs 298 

A c e r t a i n  number of these  t r a p s  are expected t o  occur randomly i n  

t i m e .  

Executive. 

r e l a t i v e l y  slower channels can be expected t o  exh ib i t  a random d i s t r ibu -  

t i o n  wi th  respec t  t o  t h e  t i m e  when Executive i s  operated. 

class includes logging outputs,, core a l loca t ion  I / O ,  D/TV outputs  and 

DCC outputs.  

du r ing - the  sample i n t e r v a l  was 774, 

randomly. 

missions t o  o r  from t h e  Core-File. 

i n  each system a c t i v i t y ,  one can ca l cu la t e  t h e  number o f  random t r a p s  

one would expect t o  occur during each system a c t i v i t y .  

i s  given i n  t h e  t a b l e  below. 

DCC i npu t s  are expected t o  be random with respec t  t o  cycles  of t h e  

S imi l a r ly  1/0 operat ions involving l a r g e  blocks of d a t a  on 

This l a t te r  

The number o f  1/0 t r a p s  associated wi th  these  operat ions 

These are a l l  expected t o  occur 

The remaining 2802 1/0 operat ions were assoc ia ted  with t rans-  

Based on the  percentage of time spent 

This ca lcu la t ion  
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TABLE 3-5 

Dis t r ibu t ion  of 1/0 Traps 

1 c :Random Core F i l e  
System Act iv i ty  % of T i m e  Traps Emected Actual sUra1us 

I d l e  23.28 1 80 41 8 238 

Mission 31.32 243 298 55 
Executive and 

S t a t i s t i c s  45 e 40 351 2860 2509 

Subt rac t ing  t h e  number of random t r a p s  expected from the number 

ac tua l ly  experienced gives  r e s i d u a l  Core-File t r aps .  

2509 occur i n  t h e  Executive Sequencer. 

89% of a l l  Core-File transmissions.  

t ransmissions w i l l  o c c w  during Executive Sequencer only i f  t h e  t a b l e  i s  

s u f f i c i e n t l y  sho r t  t o  be read i n  during the  t i m e  It would take  t o  com- 

p l e t e  t h e  Executive Sequencer operat ion a f te r  t h e  channel command had been 

issued. The t iming f o r  these  events i s  approximately as follows: 

O f  these  t r a p s ,  

This accounts f o r  approximately 

It i s  i n t e r e s t i n g  t o  note  t h a t  these  

Issue channel command s. 0 p e e .  

Record s t a t i s t i c s  139 p s e e  e 

Operate Sequencer 152 ,usee. 

To ta l  T i m e  $291 psec .  

Thus, roughly 3 0 0 p s e c  i s  s u f f i c i e n t  t i m e  t o  accomplish almost 90% 

o f  a l l  Core-File transmissions.  

t ransmi t  a t a b l e  of about 75 words. 

t h a t  savings i n  Executive work load might be achieved by s to r ing  t h e  most 

f requent ly  used shor t  t a b l e s  i n  main core and using an in-core-move 

r a t h e r  than a Core-File transmission t o  move t h e  d a t a  t o  o r  from the  

mission program, 

i n d i c a t e s  t h a t  129 Z Tables a r e  s h o r t e r  than 75 words, 

quired t o  accommodate these  t a b l e s  i s  4030 words. This i nd ica t e s  an 

average t a b l e  length  of 31 words f o r  t h i s  group of  t ab l e s .  

load borne by t h e  Executive i n  accomplishing a Core-File transmission and 

r e i n s t a t i n g  the  program which ca l l ed  f o r  t h e  t a b l e  i s  about 1300 see. 

Using t h e  core-to-core move would r equ i r e  about 8 0 0 ~  see.  f o r  a 31 word 

t ab le .  

This corresponds t o  t h e  t i m e  required t o  

These rough approximations suggest 

Data presented i n  @he sec t ion  on Core-File U t i l i z a t i o n  

The s torage  re- 

The cur ren t  

Thus i f  main core was used t o  s t o r e  these  sho r t  t a b l e s  a saving . 



of about 38% on roughly 90% of t h e  Z Table moves could be e f fec ted .  

Since Z Table moves comprise 57% of  t h e  executive work load, a t o t a l  

savings f o r  Executive can be estimated a t  about 19% o f  Executive capaci ty  

( .38 savings X .90 transmission X .57 load = . I9  savings) .  

These savings can be passed on t o  e f f e c t  an increase  i n  mission 

capacity.  

sample i n t e r v a l  was 54% mission t o  46% Executive. 

capaci ty  i s  reduced by 19% t h i s  resu l t s  i n  a new sharing r a t i o  of 54 t o  

37. 
t o  41. Comparing t h e  former mission capaci ty ,  54%, t o  t h e  l a t t e r ,  59%, 
a 9.2% increase  i n  mission capaci ty  i s  indicated.  Similar  ca l cu la t ions  

on t h e  second sample i n t e r v a l  resu l t  i n  an increase  i n  mission capaci ty  

of about 8.7%. 
t h e  second sample i n t e r v a l  t h e  Z Table t r a f f i c  comprised 47% of t h e  Ex- 

ecut ive  load whereas i n  t h e  f i r s t  sample i n t e r v a l  it comprised 57% of t h e  

Executive load. 

The r a t i o  of  mission t o  Executive u t i l i z a t i o n  f o r  $he f i r s t  

If t h e  Executive 

Normalizing t h i s  r a t i o  t o  a base of  100 resu l t s  i n  a ratfan of 59 

This  lesser gain i s  a r e f l e c t i o n  of t h e  f a c t  t h a t  during 

Although t h i s  ana lys i s  i s  based d i r e c t l y  on t h e  Executive s t a t i s t i c s ,  

t h e  reader  i s  never the less  cautioned t h a t  s eve ra l  assumptions and approxi- 

mations ind ica t ed  above were required which could not  be v e r i f i e d  by 

experimentation with t h e  system. 

It should be noted t h a t  t h e  consol idat ion of Z Tables, i n  conjunction 

with s t o r i n g  t h e  more f requent ly  used Z Tables i n  main core,  may not  pro- 

duce a s i g n i f i c a n t  savings over and above p lac ing  them i n  main core 

alone. 

t h a t  t h e  t a b l e s  are sho r t  whereas t h e  advantage of consol idat ion l i e s  i n  

t h e  f a c t  t h a t  through consol idat ion a longer t a b l e  i s  read  i n  but  less 

frequent ly .  

The reason f o r  using main core i s  t o  t ake  advantage of t h e  f a c t  

Core Allocation 

During both of t h e  sample i n t e r v a l s  core a l loca t ion  imposed very 

l i g h t  loading on t h e  system, less than ha l f  a percent  of Executive load. 

This was due t o  t h e  f a c t  t h a t  programs had t o  be a l loca t ed  only t h r e e  

times i n  both of t he  two sample in t e rva l s .  

s u l t  of  t h e  f a c t  t h a t  almost a l l  o f  t h e  programs required during t h a t  . 

phase of  t he  mission f i t  i n t o  main core,  

This i n  turn  i s  a d i r e c t  re- 
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Why dwell  on so i n s i g n i f i c a n t  a load on t h e  system? 

One of t h e  p r i n c i p a l  reasons for going t o  a 65 K word main core was 

t h a t  with t h e  32 K main core,  t h e  core a l loca t ion  rou t ine  w a s  s o  busy 

a l l o c a t i n g  programs t h a t  it took a l a r g e  por t ion  of system capaci ty ,  so  

l a r g e  a port ion t h a t  t h e  system could s a t u r a t e  when the  t o t a l  s i z e  o f  t h e  

programs required i n  a phase of t h e  mission was s i g n i f i c a n t l y  l a r g e r  than 

t h e  area of main core ava i lab le .  I n  addi t ion  t o  increas ing  t h e  s i z e  of 

main core,  t h e  core  a l loca t ion  rou t ine  was modified t o  reduce t h e  port ion 

of capaci ty  it would r equ i r e  when overload condi t ions were being reached. 

The core a l loca t ion  rou t ine  i s  a very soph i s t i ca t ed  rout ine  which 

a l l o c a t e s  space i n  main core on t h e  b a s i s  of t h e  s i z e  and p r i o r i t y  o f  t h e  

program t o  be placed,and t h e  s i z e ,  p r i o r i t y  and s ta tus  of t he  programs it 

may have t o  displace.  

i s  about 5,600 /u sec ,  and the  1/0 serv ic ing  r equ i r e s  about 560 p see. 

This represents  a t o t a l  loading of 6 , 1 6 0 ~  see t o  a l l o c a t e  space f o r  a 

program, move it i n t o  core,  and en te r  it. 

The operat ing time of t h e  core a l loca t ion  rou t ine  

Data on t h e  average running time of t h e  programs a l loca ted  by t h i s  

system was not  recorded during the  mission simulation. One can make a 

rough estimate of t h e  t i m e  by assuming t h a t  each l inkage cal.1 represents  

a new t a sk  and, t he re fo re ,  a new usage of a program, and d iv id ing  the  

amount of t i m e  i n  mission programs by the  number of l inkage c a l l s .  The 

amount o f  time spent  i n  mission programs over the  two i n t e r v a l s  was 13.32 

seconds; t h e  number of l inkage c a l l s  w a s  3430. 

sec  of mission program u t i l i z a t i o n  f o r  each l inkage c a l l .  

This represents  3 , 6 9 7 ~  

This explorat ion i n t o  core a l loca t ion  has no t  revealed any concrete 

problems, it only raises a question. 

a l loca t ion  rou t ine  which imposes a less severe load on t h e  system improve 

the  o v e r a l l  loading s i t u a t i o n  when many programs may be competing f o r  

space i n  main core? 

than t h e  average t i m e  of operation o f  t he  r e loca ted  programs. 

t h i s  appears t o  be an area for concern. 

Could a l e s s  sophis t ica ted  core 

The cur ren t  core a l loca t ion  rou t ine  takes  more t i m e  

I n t u i t i v e l y  
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Summary of System Loading Analysis 

Three top ic s  have been t r e a t e d  i n  s tudy of system loading. I n  each 

case,  t h e  d iscuss ion  attempted t o  poin t  out  where savings i n  executive 

loading could be achieved. 

s o l i d a t i n g  t h e  Z Tables i n  such a way as t o  r equ i r e  fewer 1/0 calls. by 

mission programs. Savings i n  Ekecutive operat ing t i m e  may be afforded 

by s t o r i n g  t h e  Z Tables, which are s h o r t e r  than 75 words, i n  main core. 

A concern was expressed over t h e  poss ib le  ine f f i c i ency  implied by a core 

a l l o c a t i o n  rou t ine  which requi res  more time t o  operate  than t h e  programs 

it moves i n t o  main core. 

I n  summary, savings may be achieved by con- 

An est imate  of increased mission program capac i ty  was made only f o r  

t h e  s t o r i n g  of 2 Tables i n  main core.  The ana lys i s  concluded t h a t  a 

p o t e n t i a l  95% increase  i n  mission capac i ty  could be afforded by that change. 

Although It is  not  d i r e c t l y  supportable  by t h e  r e s u l t s  of t h i s  anal-  

ysis, it would appear t h a t  t h e  bas ic  system organizat ion was not  chosen 
on t h e  b a s i s  of  minimizing system loading,  

designer  sought t o  achieve a balance between system f l e x i b i l i t y  and system 

loading both of which a r e  des i r ab le  design goals .  The f l e x i b i l i t y  o f  t h e  

system has been achieved t o  a c e r t a i n  ex ten t  through an increased loading 

by Ikecu t ive .  For example, t h e  r e s t r i c t i o n  aga ins t  mission programs 

d i r e c t l y  accessing t h e  da t a  t a b l e s  causes about half of  t h e  load borne by 

B e c u t i v e .  This r e s t r i c t i o n  is, however, requi red  i f  t h e  address  protec- 

t i o n  feature is  t o  be used. 

f l e x i b i l i t y  of  us ing  v i r t u a l l y  addressed t a b l e s  i n  t h e  mission program is  
des i red .  The a l t e r n a t e  approach would r equ i r e  t h a t  mission programs 'have 

d i r e c t  knowledge o f  where t h e  t a b l e s  a r e  s tored .  

It appears r a t h e r  t h a t  t h e  

This r e s t r i c t i o n  i s  a l s o  requi red  i f  t h e  
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SYSTEM FLEXIBILITY 

This section discusses briefly some aspects of flexibility of the 
Software System Design. In discussing the Software System Design, it 
will be considered to be synonymous with Executive System Design, since 
the Executive must be a reflection of the concepts of the System Design. 

Sources of Data 

The following sources of data have been used: 

1.  Various documentation relating to design of the Executive and 
Mission Programs 

2. Discussions with James C. Stokes, Assistant Chief, Real-Time 
Program Development Branch, Mission Planning and Analysis 
Division 

3. Discussions with Richard A. Hoover, Chief of Mission Control 
Requirements Branch, Flight Control Division 

Characteristics of Software Flexibility 

The principal characteristics of the software system that represent 
flexibility are: 

1. Ability to add new programs or new functions 

2. Ability to change programs 

3.  Ability to reconfigure the system for a new mission 

These characteristics will be discussed as they relate to aspects of the 
design of the software and hardware systems that influence flexibility. 

Impact of Hardware on System Flexibility 

The principal aspects of the hardware system that influence flexi- 
bility are: 

1. Address relocate feature 

2. 

3. Size of main core and the core-file 

Address and instruction protection feature 
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These features have been described in the General Functional Description 
in Section 11. 
modular multiprogrammed system. The address relocate feature permits the 
execution of a program from any part of core without changes to addresses 
within the program., It is necessary only to set the Relocation Register. 
The address and instruction protection feature permits the operation of 
a multiprogrammed system, incorporating many individual programs, con- 
trolled by an Executive, without the danger that any important parts of 
the system will be destroyed by incorrect transfers in a running program. 
Thus mission - i.e., non-Executive - programs are protected from 
each other and the Executive is protected from all mission programs. 
This multiprogrammed capability has not been obtained without penalty. 
In particular, the address and instruction protection feature denies a 
mission (relocated and protected) program the right to access 
outside its own area. 
as 1/0 routines, may not be used directly, but must be provided, by the 
Executive, as a service to mission programs. Direct communication be- 
tween mission programs, such as transfers of control, transfer of data, 
reading common data or writing in common tables, is also forbidden, and 
the capability is provided as a service by the Executive. Even if such 
restrictions were not a result of address and instruction protection, 
they would be necessitated by the modular multiprogrammed design. 

The first two have been key factors in the design of a 

memory 
Thus many service routines of general use, such 

The provision of centralized services by the Executive for I/O, 
Service Routines and Program Linkage, throws a heavy burden on the 
Zxecutive and account in part for the high percentage of CPU time taken 
by it. 

A factor which will influence the ability to add new programs to the 
system is the amount of space available on the Gore-File. 
is space available this presents no problem, but if space is getting .short 
on the Core-File, and this 

A s  long as there 

was beginning to happen for GEMINI 9 as was 
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ind ica ted  i n  t h e  sec t ion  on Core-File U t i l i za t ion ,  t h e  question arises of 

whether t o  d isp lace  o ther  programs o r  t o  use Core-File Al1ocatinn.frn.m 

tape. Core-File Allocation has been discussed br ief ly  under Com-&ile 

Ut i l i za t ion  i n  t h i s  sect ion.  

The amount of core s torage  ava i l ab le  f o r  mission programs (buf ferab le  

core)  has a very important bearing on system f l e x i b i l i t y ,  but  the problem 

has not  been analyzed i n  t h i s  study. The problem has been salrred by t h e  

Executive procedure of Core Allocat ion,  and as f a r  as mission..p.ograms are 

conceried,  it i s  e n t i r e l y  taken care  of .  However, t h e  e f fec t iveness  o f  

core a l loca t ion  i s  dependent very much on t h e  amount of bufferable core 

s torage ava i lab le  

Impact of Software on System F l e x i b i l i t y  

The p r i n c i p a l  aspec ts  o f  t h e  software system t h a t  inf luence flexi- 

b i l i t y  are: 

1. Executive System Design 

2. Design o f  ce r t a in  ind iv idua l  mission programs 

The Executive has no knowledge o f  t h e  mission except i n so fa r  as it 
has information i n  a lBouting Table" which may t e l l  it t o  queue a pro- 

gram on the  r e c e i p t  of  ce r t a in  da ta .  

i s  otherwise generated e n t i r e l y  within t h e  mission programs. 

t h a t  it i s  not  necessary t o  modify the  Executive i n  order  t o  i n s e r t  new 

mission programs i n t o  the  system, o r  i n  order  t o  change mission log ic ,  

unless  it i s  necessary t o  modify t h e  Routing Table, which has been designed 

f o r  change, and can be dynamically updated during a mission. The f a c t  t h a t  

new l o g i c  can be incorporated i n t o  the system, even t o  the extent  of a 

compktenew mission l o g i c ,  e s s e n t i a l l y  without changes t o  f ixed  core 

(Executive),  i s  a g rea t  advantage t o  the system. 

The demand for' processing operat ions 

This means 

Although t h e  mission log ic  and the  development of t he  sequence of 

processing of mission programs i s  almost e n t i r e l y  out  of t h e  con t ro l  of 

Executive, once any p a r t  of t h e  sequence i s  formulated i n  a mission pro- 

gram and t h e  need for operat ion of another mission program has been 

determined, it i s  l e f t  t o  t he  Executive t o  handle t h e  mechanics of  f i nd ing  

space i n  core  f o r  it (core  a l l o c a t i o n ) ,  bringing t h e  program i n t o  core,  

supply the  d a t a  f o r  it and causing it t o  operate.  Thus the  programmer 
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i s  absolved from t h e  r e s p o n s i b i l i t y  of doing many rou t ine  t a sks ,  including 

handling l inkage between programs and f ind ing  space f o r  a new program. 

This  aspect  of f i nd ing  space i n  main core f o r  programs i s  very impadan t  

and . the  reduct ion of th i s  problem t o  a rou t ine  process o f  core a l loca t ion ,  

out of t h e  realm of t h e  mission programs, cont r ibu tes  g r e a t l y  t o  the f lexi-  

b i l i t y  of t h e  system. 

The Software System has been designed i n  a modular way and t h i s  pro- 

v ides  a c e r t a i n  bas i c  f l e x i b i l i t y .  

program. 

does not  cause t h e  program t o  be used. 

be made, u sua l ly  t o  a supervisor  t o  have it reques t  t he  Executive t o  

queue t h e  new rout ine .  

It i s  the re fo re  easy t o  i n s e r t  a new 

However, it may be pointed out  t h a t  i n s e r t i n g  a new program 

Some o ther  changes would have t o  

The a b i l i t y  t o  change a program i s  g r e a t l y  f a c i l i t a t e d  by t h e  modular 

design of t h e  software system. 

program, i n t e r f a c i n g  i n  t h e  same way with o ther  mission programs, i s  put 

i n .  However, t h e  a b i l i t y  t o  change a program must be considered t o  be 

pr imar i ly  a question of t h e  design of t he  p a r t i c u l a r  program, and t h i s  

may determine whether t h e  changes are easily incorporated or-whether a 

complete re-write i s  required.  

between t h i s  program and t h e  outs ide  world (through the  Data Communications 

Channel). 

D i g i t a l  Displays. The rout ing  of d a t a  t o  ind iv idua l  l i g h t s  i s  cont ro l led  

j o i n t l y  by t h e  D i g i t a l  Display Driver Processor,  which rece ives  d a t a  from 

mission programs, and by a form o f  patchboard wiring. In  order  t o  recon- 

f i g u r e  the d i g i t a l  d i sp lays ,  changes are required both i n  the wir ing and 

i n  t h e  programs. 

set up d i g i t a l  d i sp lays  i n  a completely general  way, r e ly ing  only on an 

i n t e r n a l  t a b l e  t o  r o u t e  data.  

t o  t he  d isp lays  could usually be taken care of by changes t o  t h e  t ab le .  

H?wever, a t  the  t i m e  t h e  MCCH was designed, it w a s  considered by NASA and 

IBM t h a t  t h i s  would throw too much of a load onto t h e  IBM 7094.. 

system was se t  up t o  be p a r t l y  dependent on the  hardware. 

i s  not  f l e x i b l e ,  but  it should be understood t h a t  t he  lack o f  f l e x i b i l i t y  

i s  due, i n  l a r g e  measure, t o  the design of t h e  D i g i t a l  Display Driver 

Processor (which happens t o  be p a r t  of  Executive),  and t h a t  t h i s  design i s  

not  a r e f l e c t i o n  of an i n f l e x i b l e  Executive. 

The o l d  program i s  removed and t h e  new 

It may a l so  be r e l a t e d  t o  the_.iat.erface. 

A good example of t h i s  i s  t h e  programming requirred t o  d r ive  t h e  

It would be poss ib le  t o  design a program which would 

Patchboard wir ing could be frozen and changes 

Hence t h e  

The s i t u a t i o n  
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The modularity of design i s  ca r r i ed  i n t o  t h e  design of da t a  t ab le s .  

Instead of a l a rge  f ixed  pool of da ta  t o  which programs can re fer ,  t h e  da.ta 

i s  broken up i n t o  t ab le s ,  most of which are s to red  on t h e  Core-File, and 

they are made ava i l ab le  as required by t h e  program. 

out  t h a t  t h e r e  a re  o ther  reasons f o r  adopting such a modular approach t o  

da t a  t ab le s .  There are over 124,000 words of s torage  required-for  da t a  . 
and c l e a r l y  t h i s  could not  be s tored  e n t i r e l y  i n  main core. Furthermore 

t h e  address and i n s t r u c t i o n  p ro tec t  feature p roh ib i t s  mission programs 

from r e f e r r i n g  d i r e c t l y  t o  any d a t a  s to red  i n  such a da ta  pool. 

It can be pointed 

Summary 
This sec t ion  has  dicussed, i n  a general  way, c e r t a i n  aspec ts  of t he  

software system f l e x i b i l i t y .  

t h e  hardware and software systems cont r ibu te  t o  software f l e x i b i l i t y .  

These include the address re loca t ion  f ea tu re ,  t h e  address and i n s t r u c t i o n  

pro tec t ion  f e a t u r e ,  t he  modular design of programs and d a t a  t a b l e s  and t h e  

provis ion of cen t r a l i zed  se rv ices  by t h e  Executive. 

was shown t h a t  t h e  address and i n s t r u c t i o n  pro tec t ion  feature imposes 

ce r t a in  r e s t r i c t i o n s  on t h e  system. Other features have been discussed 

i n  order  t o  i nd ica t e ,  i n  a general  way, how they can a f f e c t  f l e x i b i l i t y .  

It was pointed out  t h a t  ce r t a in  features o f  

On t h e  o ther  hand it 

... .- - 
No p a r t i c u l a r  conclusions have been reached. Such conclusions would, 

i n  any event ,  be somewhat subjec t ive  i n  nature .  



SECTION V 

SUMMARY OF SIGNIFICANT CONCLUSIONS 

CORB-FILE UTILIZATION 

The ana lys i s  has considered t h e  problem of  s torage  on t h e  Core-File, 

and methods of a l l e v i a t i n g  a shortage of space have been discussed. Core- 

F i l e  s to rage  can be saved by a l l o c a t i n g  rout ines  from magnetic t ape  t o  t h e  

Core-File by phase a? t h e  mission, o r  by removing se l ec t ed  rou t ines  from 

t h e  Core-File and a l l o c a t i n g  these  rou t ines  from tape  as required,  Both 

of t hese  a l t e r n a t i v e s  can be used i f  des i red ,  It i s  f e l t  t h a t  t h e  second 

a l t e r n a t i v e ,  t o  remove se l ec t ed  rou t ines  from t h e  Core-File and t o  a l l o c a t e  

these  rou t ines  from tape ,  would provide a s a t i s f a c t o r y  s o l u t i o n  incu r r ing  

no processing delays,  o r 9  at worst, acceptable  processing delays,  i f  t h e  

rou t ines  were c a r e f u l l y  se lec ted .  

SYSTEM WADING 

The ana lys i s  of Executive loading revealed three areas for poss ib le  

improvement i n  t h e  system. Savings i n  system loading might be achieved by. 

consol idat ion of t h e  2 Tables s to red  on t h e  Core-File, by s&ori:3; t h e  most 

f r equen t ly  used s h o r t  Z Tables i n  main core, and by modifications t o  t h e  

core  a l l o c a t i o n  rou t ine  t o  shorten i t s  running t i m e .  

mission program capac i ty  i s  estimated f o r  t h e  second change; no estimate 

of increased mission program capac i ty  was made f o r  t h e  o ther  two chai2ges. 

A % increase  i n  

Much of t h e  Executive load is  a t t r i b u t a b l e  t o  t h e  achievement of a 

f l e x i b l e  system design. 

programs are not  permit ted d i r e c t  access  t o  t h e  d a t a  tables. 

system t h i s  cos t  i n  system loading might be reduced s u b s t a n t i a l l y ,  but  this 

would probably r e s u l t  i n  a higher cos t  f o r  development and t e s t i n g  under t h e  

more r i g i d  system design. 

advisable;  f o r  t h e  Mission Control Center app l i ca t ion  t h e  f l e x i b i l i t y  of t h e  

cur ren t  system is  used t o  advantage i n  preparing f o r  t h e  mission-to-mission 

changes, and a more r i g i d  system might cos t  more i n  production t i m e  and 

d o l l a r s  than  would be j u s t i f i e d  by a savings i n  system loading. 

A s  much as ha l f  of t h e  load  i s  due t o  t h e  f a c t  t h a t  

I n  a more r i g i d  

I n  a l e s s  r a p i d l y  evolving system t h i s  might be 

39 



SECTION V I  

SUMMARY OF RECOMMENDATIONS 

The s tudy of t h e  RTCC has highl ighted t h e  kinds of quest ions t h a t  

are o f  i n t e r e s t .  The s tudy should now t u r n  t o  the  new IBM 360-75 System. 

Some of t h e  areas of i n t e r e s t  w i l l  be very  similar t o  corresponding areas 

i n  t h e  IBM 7091, System. However, due t o  t h e  d i f f e r e n t  c h a r a c t e r i s t i c s  of 

t h e  IBM 360-75 System, it i s  c l ea r  t h a t  some problemFareas t h a t  were q u i t e  

c r i t i c a l  on t h e  IBM 7094 w i l l  j u s t  disappear on t h e  II3M 360-75, o r  w i l l  

appear i n  a v a s t l y  d i f f e r e n t  form. 

The s tudy of t h e  IBM 360-75 System should fol low t h e  same s a l i e n t  

ob jec t ives  t h a t  were suggested i n  t h i s  r epor t .  

I .  Capacity and Capabi l i ty  of t h e  System t o  Meet 

Requirements 

2. Effectiveness With Which t h e  System Meets - " ,  

These Requirements 

Ab i l i t y  of t he  System t o  Respond t o  Changing 

Requirements 
3. 

The performance of  t h e  RTCC System has not  been r e l a t e d  d i r e c t l y  t o  

Mission Support Requirements, Furthermore, t he  s tudy came a t  a time when 

t h i s  computer system was on t h e  poin t  of being phased out ,  t o  be replaced 

by t h e  IBM 360-75 dystem. Therefore it would be meaningless, f o r  example 

t o  ta lk  of t h e  a b i l i t y  of t h e  system t o  support new programs, such as 
future APOLLO missions. 

ment being lev ied  on t h e  IBM 7094 system. The a b i l i t y  of t h e  RTCC t o  

respond t o  new, and as yet undefined, requirements w i l l  therefore  be a 

s i g n i f i c a n t  new study area f o r  t he  IBM 360-75 system. 

consider mission support requirements f o r  future MOLL0 missions, and 

analyze the  a b i l i t y  of t h e  IBM 360-75 system t o  meet these  requirements. 

The study w i l l  f u r t h e r  analyze t h e  capab i l i t y  of t he  system f o r  growth - 
growth i n  hardware system configurat ions,  growth i n  software,  and t h e  

a b i l i t y  o f  t h e  system t o  respond t o  growing requirements, 

The Real T i m e  Operating System (RTOS) f o r  the IBM 360-75, which 

corresponds t o  t h e  Executive on t h e  IBM 7'094, presents  a very i n t e r e s t i n g  

There i s  no p o s s i b i l i t y  of t h i s  kind of require-  

The study should 
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study area from two poin ts  of view. 

signed as a genera l  purpose operat ing system f o r  t h e  IBM 360-75, and 

it' i s  being t a i l o r e d  t o  t h e  needs and requirements of t h e  RTCC. 

question arises immediately: 

t h e  RTCC and w i l l  it perform adequately i n  a l l  respects?"  

doubt t h a t ,  as t i m e  goes on, experience w i l l  i n d i c a t e  t h a t  c e r t a i n  modi- 

f i c a t i o n s  w i l l  be required.  The second poin t  i s  t h a t  t h e  RTOS has been 

designed as a mult i - level  multi-programmed system. 

be jus t  one job  of many t h a t  are operat ing simultaneously on t h e  computer. 

There i s  no doubt t h a t  t h i s  w i l l  not  be attempted very soon. 

p o s s i b i l i t y  exis ts  f o r  t h e  future ,  and considerable study and t e s t i n g  w i l l  

c e r t a i n l y  be requi red  before  such a mode of operat ion would be accepted. 

I n  t h e  f irst  place t h e  360/0S was 

The 

"How w e l l  w i l l  t h e  RTOS perform t h e  job f o r  

There i s  l i t t l e  

Mission Control  could 

However t h e  

Another quest ion of g rea t  i n t e r e s t  i s  t h e  c a p a b i l i t y  and capaci ty  of 

t he  computer system t o  do t h e  job  wi th in  t h e  t i m e  cons t r a in t s  of the  real- 

time environment. 

study. A s a t i s f a c t o r y  answer cannot be given i n  terms such as I1Yes, t h e  

system can meet t h e  time cons t r a in t s  of  t h e  real-time environment" o r  

"No, it cannot ..........I1 The answer would almost i nev i t ab ly  be the  

former, because mission support requirements are ad jus ted  t o  t h e  poin t  

where they  w i l l  be m e t  by t h e  RTCC. For  t h e  future ,  it i s  expected t h a t  

t h e  IBM 360-75 system w i l l  meet mission support requirements, wi th  spa re  

capaci ty ,  f o r  some time t o  come. It  i s  the re fo re  important t o  d iscuss  

such quest ions as "How e f f e c t i v e l y  does the  RTCC system meet mkssion re- 

quirements?" and lrHow e f f i c i e n t l y  does t h e  RTCC software system work?I1 

This quest ion has no t  been considered so far i n  t h e  

Mi-ssion Programs have not  been s tudied  i n  any depth so fa r  i n  t h e  

study. 

Executive can be a t t r i b u t e d  d i r e c t l y  t o  t h e  way th ings  are done i n  Mission 

Programs. 

probably no t  been optimum i n  t h e  present  system, as was suggested by t h e  

analysis of  program s t a t i s t i c s .  

dependent on Mission Program design. 

be considered i n  more d e t a i l .  

However, some of t h e  c h a r a c t e r i s t i c s  of system loading i n  t h e  

For example, t he  use of Z Tables by Mission Programs has 

Some quest ions of f l e x i b i l i t y  are a l s o  

These th ings  and many o the r s  should 

I n  order  t o  f a c i l i t a t e  some of t h e  s tud ie s  of  system c h a r a c t e r i s t i c s  

and loading,  it i s  suggested t h a t  t h e  tak ing  of program s t a t i s t i c s  could 

be t a i l o r e d  more c lose ly  t o  t h e  objec t ives  of t h e  s tud ie s ,  Furthermore 



it is  considered t h a t  t h e  load on t h e  CF'U could be l igh tened  by providing 

opt ions on t h e  t ak ing  o f  statistics. Then only those s t a t i s t i c s  that are 

r e a l l y  requi red  would be taken,  For example, t h e  t iming of s ec t ions  of  

Executive takes  up t h e  bulk of t h e  t i m e  used by s t a t i s t i c s  gather ing.  

it were an opt ion t o  t ake  counts of t h e  number of times t h a t  sect ion8 o f  

t h e  Executive operate ,  wi th  o r  without t iming, t h e  load could then be 

reduced by tak ing  counts a lone,  Previous runs would have e s t ab l i shed  

good average times f o r  t hese  sec t ions  of t h e  Executive, 

b l e  t o  reduce t h e  load  f o r  s t a t i s t i c s  ga ther ing  t o  a small f r a c t i o n  of 

t h e  present  load, it might become more acceptable  t o  t a k e  these  s t a t i s t i c s  

during simulations,  and even during a mission. 

If 

It i f  were possi- 
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APPENDIX A 

This appendix contains  th ree  t a b l e s .  They are :  

1. Table A-I Core-File Storage faequirements by Mission Phase 

2.  Table A-2 Z Tables: Number of Tables by S ize  o f  Table 

3. Table A-3 IBM-7094-11 Xquipment L i s t  
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TABLE A-2  Z TABLES: NUMBER OF TABLES BY SIZE OF TABLE 

I - Size  No. Size No. S ize  No. - Size  No. S i ze  No. 

1 

2 

4 
5 
6 
7 
8 

9 
10 

12 

14 
15  
16 

17  

18 

19 
20 

21 

25 
26 

30 

31 

34 
35 
36 
39 
40 

2 

3 
1 

1 

5 
1 

3 
3 
3 
5 
3 
5 
2 
2 

1 
I 

9 

1 

4 
1’ 

12 

2 

1 

3 
3 
I 

19 

42 

45 
47 

50 

55 
60 

61 
70 

75 
76 
80 

83 
84 
85 
90 

92 

94 
95 
96 

100 

1 02 

106 

112 

120 

122 

12.5 

129 

1 

2 

1 

6 
3 

15.* 

1 

2 

1 

1 
2 

1 

1 

1 

4 
1 

4 
2 

1 

4 
1 

I 

1 

2 

I 
1 

1 

132 

I 40 

145 
150 

154 
1 SO 
1 62 

165 
I 68 
1 72 

175 
180 

1 84 
188 

192 

199 
200 

21 0 

220 

222 

226 

232 

242 

244 

245 

250 
2 61 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 
2 

1 

1 

1 

2 

5 
2 

1 

1 

1 

1 

1 

6 
I 

2 

L. 

264 

2 87 

300 

340 

3 50 
360 

364 
385 
400 

405 

41 0 

432 

500 

51 2 

528 

532 

5 50 

581 
600 

63 0 

673 

678 

683 
700 

707 

728 

73 0 

3 
2 

2 

1 

3 
1 

2 

2 

1 

1 

1 

I 

6 
I 
2 

1 

1 

1 

3 
1 

1 

1 

1 

4 
1 

1 

I 

736 
757 
800 

804 

904 

999 
1000 

1020 

1110 

1200 

1344 
1456 
1540 

1584 
1628 

1 680 

171 0 

2000 

2047 

2 064 

3000 

31 00 

4824 

4950 
5000 

8505 
9620 

11 400 

1 

1 

1 
1 

2 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

2 

1 

1 

1 

1. 

2 

1 

1 

1 

1 

1 
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TABLE A-3 IBM '709.4-11 

The fbllowing l is t  comprises 

and t h e  spec ia l  equipment of each 

TYPE AND MODEX. 
71 1 I 
71 09 
7606-3 
'7302-3 
'71 51 -2 
'7608 
761 8 
'760'7-111 
'760'7-IV 
761 '7 
'71 1-11 
71 6 
'729-VI 
2361 -A 

7281 -11 
7286-V 

EQUIPMENT LIST 

t h e  pr inc ipa l  standard components 

IBM 7094-11- 

NAME -- 
Ins t ruc t ion  Processing Unit 

Arihhmetic Sequence Unit 

Multiplexor 

Core-Storage 

Console Control Unit 

Power Converter 

Power Control 

Data Channel 

Data Channel 

Data Channel Console 

Card Reader 

P r i n t e r  

Magnetic Tape Unit 

Large Capacity Storage, Model 2 
Data Communication Channel 

Direct  Data Channel 

QUANTITY 

i 

1 

1 

1 

1 

1 

1 
1 
1 
2 

1 
1 
12 
1 
1 
1 



APPENDIX B 

This Appendix contains a bibliography of  documents consulted i n  

accomplishing the  ana lys i s  reported i n  t h i s  P a r t  I o f  Volume 111. 

1. 
2. 
3 .  

4- 
5 .  
6 .  
7. 

8. 

IBM RTCC Systems Design Workbook. 
RTCC Programmer Working Book, Vols. 1 ,  3 ,  4, 5 ,  6, 7 ,  and 12. 
Notes on The BTGC Real-Time System (IBM) , Stanley & Jodei t ,  

System Performance Memoranda (Informal IBM Reports) . 
RTCC Development Plan, 5 Nov. 1365. 
IBM 7094 Pr inc ip l e s  of  Operation. 
IBM 7281 I1 Data Communication Channel, Customer Engineering 

Ninth Gemini Mission Development Plan, 3 May 1966. 

Gemini Operatiohal Program Functional Specif icat ions.  

In s t ruc t ion  Manual. 
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PART I1 

SIMULATION CHECKOUT AND TRAINING SYSTE24 (SCATS) 



SECTION I 

INTRODUCTION 

GENERAL 

An in t ens ive  s tudy of t he  Simulation Checkout and Training System 

(SCATS), i t s  modes of operat ion and i t s  appl ica t ion  t o  simulated exer- 

c i s e s  was completed during the  pas t  four  months. 

o f  t h i s  s tudy was a series of drawings def ining the  general  da t a  f l o w  

i n  a l l  t h e  modes o f  operat ion and a d e t a i l e d  da t a  flow within t h r e e  o f  

An i n i t i a l  product 

t he  four  subsystems of SCATS ( t h e  Simulation In t e r f ace  Subsystem was 

not  drawn), 

t o  NASA under separa te  cover: 

The following drawings are being reproduced and del ivered 

1 .  General Data Flow of t h e  Simulated Remote S i t e s  (SELS) 

Open and Closed Loop Configurations,  

2. General Data Flow of t h e  MOCR Open and Closed Loop 

Configurations, 

3 .  General Data Flow of t h e  In t eg ra t ed  Closed Loop 

Configuration 

4.  SRS Detai led Data Flow 

5. Data Inputs  t o  SRS Console Modules 

6. Data Inputs  t o  Simulation Control Subsystem (SCS) 

Console Modules 

7. Simulation Data Subsystem (SDS) Data Flow 

The equipments which make up the  four  SCATS subsystems a re  i n  most 

cases  similar t o  those equipments which a r e  used by the  opera t iona l  

systems i n  t h e  MCCH o r  t h e  MSFN. Exceptions are mainly SCATS i n t e r -  

f ace  equipments and c e r t a i n  SCATS pecul ia r  equipments used for ’s imu-  

l a t i o n  cont ro l .  
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Equipments similar t o  those found i n  other  systems a r e  a) t h e  

a u x i l i a r y  d i sp lay  and con t ro l ,  which i n t e r f a c e s  the  SCA consoles with 

t h e  Ground Support Simulation Computer (GSSC), 

an IBM 7094 ( p a r t  of t he  RTCC) used f o r  generat ion of te lemetry da t a ,  

t rack ing  da ta ,  sequencing of simulated remote s i t e s ,  d i sp l ay  genera- 

t i o n  f o r  the  SCA and a l s o  contains  t h e  math models of  t h e  var ious 

spacec ra f t  and launch vehic les ,  

t h e  same equipments, necessary f o r  f l i g h t  c o n t r o l l e r  use ,  t h a t  a r e  

b)  t h e  GSSC which i s  

c )  t h e  S% which contains  e s s e n t i a l l y  

found a t  the  remote s i t e s  o f  t he  MSFN, and 

consoles i n  the  SCA, which permit monitoring o f  the  Simulation Opera- 

t i o n s  Computer (SOC) and t h e  GSSC. 

use  of some of these  equipments necessa r i ly  differ l  

opera t iona l  system, but  the  bas ic  equipments remain unchanged. 

d )  t h e  d i sp lay  and cont ro l  

The programming and the  d e t a i l e d  

from those i n  the  

Some of t he  equipments which a r e  SCATS pecul ia r  a r e  a )  modules 

loca ted  on SCA consoles,  which al low f a u l t  i n s e r t i o n ,  cont ro l  of 

s imulat ion,  and the  monitoring o f  mission progress ,  b )  simulation 

adapters  a t tached t o  the  SCATS PCMGS i n  t h e  SRSS, which con t ro l  noise  

and i n t e r r u p t s  i n t o  t h e  incoming TLM b i t  stream, and c )  t h e  exchange 

con t ro l  l og ic  (ECL) and t h e  cont ro l  s t a t u s  l o g i c  (CSL) which a r e  i n t e r -  

f aces  between t h e  Process Control Unit (PCU) and the  GSSC and SCA con- 

s o l e s  r e spec t ive ly .  

The many modes of  t h e  SCATS permit t h e  system t o  be configured t o  

meet t h e  requirements o f  t h e  ind iv idua l  phase o f  t h e  mission t o  be 

simulated.  Data sources vary f o r  each mode and i n  some cases  a r e  in- 

terchangeable t o  provide backup inpu t s  o r  t o  allow equipments, such a s  

t h e  Gemini Mission Simulator (GMS),  t o  be used f o r  other  purposes while 

a SCATS exerc ise  i s  being conducted. i l l u s t r a t e s  t h e  planned 

modes of operat ion o f  t h e  SCATS during t h e  Gemini V I 1 1  s e r i e s  o f  simu- 

l a t e d  exerc ises .  I n  p a r t i c u l a r ,  it i n d i c a t e s  t h e  var ious da t a  sources 

planned f o r  t he  d i f f e r e n t  SCATS modes. 

TABLE 1 
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LIMITATIONS OF SCATS 

I n  t h e  review o f  t h e  documentation f o r  pas t  simulations c e r t a i n  

l i m i t a t i o n s  of  t h e  SCATS became apparent.  These l i m i t a t i o n s  were t h e  

i n a b i l i t y  o f  t h e  SCATS t o  s imulate  c e r t a i n  mission events  o r  da t a  be- 

cause of equipment o r  program r e s t r i c t i o n s .  These l i m i t a t i o n s ,  however, 

appear t o  be acceptable  t o  t h e  opera tors  and do not  d e t r a c t  f rom the  

simulated exerc ises  i n  any s i g n i f i c a n t  way. Some of t h e  more obvious 

l i m i t a t i o n s  were: a) t h e  d e l e t i o n  of c e r t a i n  remote s i t e s  i n  the  SRS 

sequencing because o f  t he  ex is tence  of  only two SRsls, 
DCS h i s t o r y  a t  t h e  S a ,  

and, 

some cases ,  spec ia l  techniques have been devised t o  overcome these  

l i m i t a t i o n s  such a s  t h e  playing back of  recorded l l rea l l l  te lemetry t o  

s imulate  dump telemetry t o  enable the  f l i g h t  con t ro l l e r  t o  exerc ise  

dump te lemet ry  processing procedures. 

SBM 7094 computers (GSSC) t o  generate  Apollo te lemet ry  streams i n  l i e u  

of using one IBM 360/75 which i s  not y e t  i n s t a l l e d .  

discussed i n  Sect ion 11. The use o f  these  techniques,  unconventional 

b) t h e  l ack  o f  

c )  t h e  absence of dump telemetry a t  t h e  SRS 

d )  t he  l a c k  o f  c e r t a i n  s i t e  radar  information a t  t h e  SRS. I n  

Another example i s  t h e  u s e  o f  

This problem i s  

though they may be, i n d i c a t e  a f l e x i b l e  system which does produce the  

des i red  e f f e c t .  I n  f a c t ,  t h i s  employment of  improvised techniques and 

t h e  design of  s imulat ion exerc ises  around t h e  l i m i t a t i o n s  of  t h e  ex- 

i s t i n g  equipments has yielded s a t i s f a c t o r y  r e s u l t s  without any l a r g e  

increases  i n  equipment cos t .  

BACKGROUND TO SCOPE OF STUDY 

The o r i g i n a l  i n t e n t  of  t he  phase of t h e  MITRE s tudy was t o  measure 

t h e  capac i ty  and e f f ec t iveness  o f  t h e  SCATS equipments t o  perform t h e i r  

assigned t a sks .  

generat ing s imulat ions which were o f  s u f f i c i e n t  q u a l i t y  t o  d e l i v e r  t h e  

des i red  da t a  t o  t h e  operat ing pos i t i ons  and t h a t  measures o f  t h e  equip- 

ment c a p a c i t i e s ,  if taken ind iv idua l ly ,  would mostly p a r a l l e l  those 

When it  became evident  t h a t  the  ove ra l l  system was 
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measures found i n  t h e  analyses  of t h e  other  systems and would n o t  g ive  

an o v e r a l l  view of t h e  SCATS capab i l i t y ,  t he  following approach was 

considered. 

The important quest ions f o r  i nves t iga t ion  i n  the  SCATS seemed t o  

be i n  t h e  areas of opera t iona l  requirements and procedures f o r  t he  use 

of t he  system. 

on the  use o f  t h e  SCATS equipments during a t y p i c a l  s e r i e s  of simulations 

f o r  GT-8 and 9, with t h e  goal  i n  mind t o  accumulate d a t a  on t h e  e f f i - .  

ciency of t he  equipment usage. 

It was decided the re fo re  t o  conduct t he  i n i t i a l  ana lys i s  

The extensive at tempts  t o  l o c a t e  s u i t a b l e  d a t a  f o r  t h i s  usage 

ana lys i s  showed t h a t  t he  required was non-existent and t h i s  condition 

was documented i n  MITRF, Corporation memorandum No. HO-28, dated 9 May 

1966, t o  M r .  S a t t e r f i e l d  of NASA. This memorandum a l s o  proposed t h a t  

t he  product f o r  the  f i n a l  r epor t  would def ine  s a l i e n t  t echn ica l  ques- 

t i o n s  about SCATS t h a t  remain unanswered, spec i fy  t h e  da ta  required f o r  

an ana lys i s  of these  quest ions and d e t a i l  plans f o r  co l l ec t ing  and re- 

cording t h i s  d a t a  during fu tu re  s imulat ions.  

SCOPE OF STUDY 
I n  l i n e  with the  recommendations i n  the  aforementioned memorandum, 

which were accepted by t h e  t echn ica l  monitor, t h e  following sec t ions  of 

t h i s  r e p o r t  w i l l  recommend c e r t a i n  analyses  t h a t  should be conducted t o  

provide answers t o  quest ions about t he  SCATS. The da ta  required t o  per- 

form these  analyses  and methods for gather ing t h i s  da t a  w i l l  be spec i f ied .  

The recommended analyses  r e s u l t  from the  i n i t i a l  study of t h e  SCATS and 

are included here f o r  considerat ion by NASA. A s  s tudy of ASCATS i s  

completed,i t  i s  f e l t  t h a t  add i t iona l  analyses ,  o r  modifications o f  t h e  

analyses  proposed i n  t h i s  r epor t ,  w i l l  be des i r ab le .  

PURPOSE OF STUDY 
The capab i l i t y ,  capac i ty  and ef fec t iveness  of t h e  SCATS may be 

measured by i t s  a b i l i t y  t o  simulate a p a r t i c u l a r  spacef l igh t  or por t ion  

60 



thereof ,  con t ro l  t h e  simulation and introduce c e r t a i n  abe r ra t ions ,  

thereby f ami l i a r i z ing  remote s i t e  f l i g h t  c o n t r o l l e r s  and/or MOCR/SSR 

persannel  with t h e  planned mission, while a t  t h e  same time t r a i n i n g  

these  personnel t o  dea l  with unexpected s i t u a t i o n s .  

To perform these  simulations i n  as r e a l i s t i c  a manner as poss ib le ,  

within the  a l l o t t e d  time before a space f l igh t ,  i s  t h e  objec t ive  of  t he  

SCATS. 

If t h e r e  i s  concern with the  present  SCATS capab i l i t y  t o  s a t i s f y  

f u t u r e  requirements an ana lys i s  o f  how e f f e c t i v e  SCATS i s  i n  providing 

s imulat ion support  would be use fu l  t o  NASA. 

The ana lys i s  shauld consider t h ree  aspec ts  of  t h e  system: 

1. The performance and opera t iona l  e f f i c i e n c y  o f  t he  

SCATS, 

2. The e f f i c i e n c y  o f  t h e  monitoring and cont ro l  capab i l i t y  

o f  SCATS, 

3. The e f f i c i e n c y  o f  t h e  SCATS t o  simulate a mission 

environment . 
The following sec t ions  of  t h i s  r e p o r t  w i l l  d i scuss  t h e  value o f  

t he  analyses  t o  be performed i n  each of  these ca tegor ies  and suggest 

methods f o r  gather ing da ta  t o  support  them. 
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SECTION I1 

RECOMMENDED ANALYSES 

PERFORMANCE AND OPEKCLTIONAL EFFICIENCY OF THE SCATS EQUIPMENT'S 

A s  previously noted, t h e  equipments i n  t h e  SCATS are  used i n  many 

configurat ions t o  accomplish t h e  required simulations.  

of operat ion r equ i r e  e i t h e r  d i f f e r e n t  equipments 'or  d i f f e r e n t  configu- 

r a t i o n s  of t h e  same equipment, 

as the  use made o f  t he  SCATS equipments from the  time a series of s i m -  

u l a t e d  exerc ises  i s  begun, f o r  a p a r t i c u l a r  spacef l igh t ,  u n t i l  F-4 days 

(or f i n a l  s imulat ion) .  

equipments from F-4 days u n t i l  the  s ta r t  of t he  next simulation nor 

does it include use of equipments during non-scheduled times. An 

ana lys i s  of equipment usage during a series of simulated exerc ises  

would answer t h e  following quest ions:  

Certain modes 

SCATS equipment usage i s  def ined here  

The ana lys i s  does not  include the  use of t he  

I .  How much of t h e  scheduled equipment t i m e  i s  used f o r  

a c t u a l  running time? How much i s  i d l e  o r  waiting time? 

2.  Can maintenance o r  other  funct ions be performed on the  

equipment during extended holding periods? 

3 .  Would a change i n  the  procedures used during a t e s t  

a l low f o r  more e f f i c i e n t  use o f  t he  equipment? 

4. Can backup procedures be i n i t i a t e d  o r  expanded t o  make 

use of i d l e  equipment during a primary equipment f a i l u r e ?  

EFFICIENCY OF THE MONITORING AND CONTROL CAPABILITY OF SCATS 

The d i sp lay  and con t ro l  system of the  SCATS i s  used t o  monitor 

and con t ro l  the  simulated exerc ise  and observe i t s  impact on the  

opera tors  i n  t h e  MOC&/SSR or SRS. ' I t  i s  a l s o  used t o  introduce f a u l t s  

i n t o  t h e  s imulat ion thereby exposing the  operators  t o  abnormal s i t u -  

a t ions .  
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An ana lys i s  o f  t h i s  area w i l l  provide answers t o  t he  following 

quest ions:  

1. Are t h e  d i sp lays  redundant i n  any a r e a s  where redundancy 

Is t h i s  redundancy a penal iz ing cost?  i s  not  required? 

2. Does each d i sp lay  conta in  s u f f i c i e n t  da ta  t o  provide t h e  

operator  with t h e  answer t o  h i s  p a r t i c u l a r  quest ions o r  

i s  he forced t o  observe more than one d i sp lay  t o  compile 

the  da t a  needed? 

3 .  What use  i s  made o f  t h e  d i sp lays  p re sen t ly  ava i l ab le  i n  

the  SCA area? (i. e . ,  how of ten  i s  each d i sp lay  used by 

each operhtor?)  

4. Do t h e  console modules i n  the  SCA consoles permit success- 

f u l  monitoring and con t ro l  o f  c r i t i c a l  mission s i t u a t i o n s ?  

EFFICIENCY OF THE SCATS SIMULATION 

This  s tudy would determine t h e  e f f i c i e n c y  o f  c e r t a i n  equipment/ 

program combinations i n  providing simulated exerc ises .  This i s  not  

meant t o  evaluate  the  q u a l i t y  o f  t h e  da t a  p re sen t ly  being provided, 

f o r  t h i s  i s  f o r  t h e  exper t s  i n  s p e c i f i c  d i s c i p l i n e s  t o  determine, but 

r a t h e r  t o  i n v e s t i g a t e  and r e p o r t  on how e f f i c i e n t l y  the  present  equip- 

ment/program combinations a r e  being used t o  generate  t h e  da ta .  

two analyses  below a r e  appl icable  only t o  SCATS and it may not  be de- 

s i r a b l e  t o  conduct t hese  s p e c i f i c  analyses  p r i o r  t o  t h e  advent of  

ASCATS. Analysis o f  t h i s  na ture  should be considered f o r  ASCATS and 

w i l l  be recommended when study of t h e  ASCATS equipments and programs 

i s  complete. 

The 
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Comparison o f  Simulated Data vs.  "Real-World" Data 

This  recommended study involves an item-by-item comparison of da t a  

presented t o  t h e  operators  during a l i v e  mission with t h a t  presented 

during a SCATS generated exerc ise .  

t h e  d a t a  a r r i v i n g  a t  t he  MOCR/SSR and o r  SRS operator observation 

poin ts  ( i . e .  consoles,  recorders ,  e t c . )  during a simulation, i s  ac- 

cu ra t e ly  portrayed. 

The object  here  i s  t o  determine if 

We might then ask t h e  quest ions - i s  the  d a t a  portrayed unnec- 

e s s a r i l y  complex f o r  a simulated environment? - and as a r e s u l t  o f  t h i s  

complexity does it overtask any of t h e  equipment/program combinations? 

- f o r  example, would two samples per second o f  a c e r t a i n  TLM parameter 

sat isfy a simulated environment in s t ead  of  an operat ional  r a t e  of t e n  

samples per second. 

GSSC Telemetry Generation 

The percentage of t he  capac i ty  of t h e  GSSC being used f o r  genera- 

t i o n  of the  TLM b i t  streams f o r  Apollo i s  q u i t e  high. S t a t i s t i c s  "sup- 

p l i e d  by NASA i n d i c a t e  the  generat ion o f  the b i t  stream f o r  a l l  vehic les  

r equ i r e s  over 125% of the  operat ing time of a 7094 computer (two 7094's 

are p resen t ly  being used) .  

t r a j e c t o r y  da t a ,  DCS requirements, d i sp lays ,  cont ro l  o r  the  t i m e  

employed by the  executive program, The TLM streams being generated 

a r e  i n  the  opera t iona l  f o r m a t  a t  t h e  sample r a t e  required f o r  l i v e  

operat ion.  

This t i m e  does not  include generat ion of  

Unanswered quest ions i n  t h i s  area are:  

I .  Would a decrease i n  the  TLM sample r a t e  be p r a c t i c a l  

during simulated exerc ises  thereby permit t ing more 

ava i l ab le  t i m e  i n  t he  GSSC? 

2.  Can more e f f i c i e n t  use be made of t h e  GSSC executive 

program t o  allow more ava i l ab le  processing time i n  

the  GSSC? 



SECTIm I11 

DATA RJ3QUIREMENTS AND DATA ACQUISITION FOR ANALYSES 

DATA R X Q U I U D  FOR EQUIPPENT USAGE ANALYSIS 

To answer t h e  quest ions about t h e  e f f i c i ency  of  t h e  use of t h e  

SCATS equipment t h e  following d a t a  should be made ava i l ab le  f o r  analysis: 

a. Logs - a d e t a i l e d  l o g  of  t he  use  of t h e  following 

equipments should be maintained during each simulated 

exercise : 

SRS Consoles 

Simulated D i g i t a l  Command System Units  (SDCSU) 

SCATS PCM Ground S t a t i o n s  (PCKS) 

Process Control Unit (PCU) 

Ground Support Simulation Computer (GSSC) 

SCATS Control (SCA) Consoles 

b .  Log Contents - each l o g  should i n d i c a t e  the  following 

d a t a  f o r  each equipment spec i f ied :  

s ta tus  o f  equipment a t  s ta r t  o f  t e s t ,  

t i m e  a t  start of  t e s t ,  

time of t e s t  i n t e r rup t ion ,  

reason for i n t e r r u p t i o n  (delay,  hold,  

f a i l u r e  program loop, e t c  a ) , 
t i m e  of each res tar t ,  

time a t  end of t e s t .  

e .  Method - a l l  da t a  requi red  should be manually recorded 

a t  a c e n t r a l  l oca t ion ,  such as the  simulation super- 

v i s o r ' s  pos i t ion ,  where it i s  poss ib le  t o  inves t iga t e  

by telephone t h e  reasons f o r  t h e  delays.  
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The ana lys i s  of t h i s  d a t a ,  when compiled f o r  a complete s e r i e s  of 

simulated exerc ises ,  w i l l  po in t  out  where major delays a r e  encountered 

and t h e  reasons f o r  them. It  i s  then a simple s t e p  t o  determine i f  the  

delays are s u f f i c i e n t l y  s ign i f i can t  t o  warrant changes i n  maintenance 

o r  operat ing procedures. 

DATA rzEQUIRXD FOR ANALYSIS OF MONITOR AND CONTROL CAPABILITY 

Data required f o r  t h i s  ana lys i s  would be obtained from two sources. 

The first i s  computer recorded p r in tou t s  o f  a l l  console ac t ions  addres- 

s ing  the  GSSC i n  any manner and these  p r in tou t s  should be taken f o r  

modules i n  the  SCATS Control Area (SCA) e 

made f o r  a complete s e r i e s  of simulated exerc ises  t o  permit an ana lys i s  

of d i sp l ay  and module usage during all phases of a simulated spacef l igh t .  

These recordings should be 

The second se t  of da ta  required i s  a descr ip t ion  of a l l  GSSC gen- 

e ra t ed  d isp lays  ava i l ab le  t o  t h e  SCA consoles and t h e  contents  of each 

d isp lay .  It  should be noted t h a t  t h e  documentation made ava i lab le  does 

not  include a l l  d i sp lays .  

The contents  of each GSSC generated d i sp lay  w i l l  be s tudied and a 

comparison o f  each d i s p l a y ' s  contents  w i l l  determine where redundant 

information e x i s t s  and i f  t h e  redundancy i s  necessary f o r  d i sp l ay  con- 

t i n u i t y  e 

Next, a s tudy o f  t h e  d isp lay  contents  w i l l  determine i f  t h e  da ta  

presented i s  adequate f o r  t h e  SCA operator  t o  

he i s  forced t o  gather  information from other  

l a c k  o f  information on t h e  display.  F ina l ly ,  

ou t s  of operator  ac t ions  w i l l  determine which 

commonly used by the  SCA operators  during the  

perform h i s  d u t i e s  o f  i f  

sources because of t h e  

an ana lys i s  o f  t h e  p r in t -  

d i sp lays  and modules are 

var ious s i m l a t e d  mis- 

sion phases (i e e , launch/abort network s imulat ions e t c .  ) e 

Analysis of t h i s  composite da t a  could r e s u l t  i n  recommendations 

f o r  d i s p l a y  changes and/or module changes i n  the SCA. 
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SOME DATA REQUIREMENTS TO DETERMINE EFFICIENCY OF SCATS SIMULATIONS 

The da ta  requi red  f o r  an ana lys i s  of t h e  e f f i c i ency  of t h e  use  of 

t h e  SCATS equipment/program i n  providing simulated exercises w i l l  o f  

course be dependent on the  system t o  be analyzed ( i . e . ,  SCATS o r  ASCATS) 

The ana lys t  must have a general  knowledge of t h e  da t a  required by 

t h e  operators  being f1 t r a inedOf f  

be t o  in te rv iew c e r t a i n  key MOCR and/or remote s i t e  f l i g h t  c o n t r o l l e r s  

t o  determine i f  t h e  d a t a  being supplied t o  them by SCATS i s  s a t i s f a o t o r y  

f o r  simulation purposes. Whereas i n  an opera t iona l  environment c e r t a i n  

information may be ava i l ab le  t o  an operator  i n  de t a i l ed  f o r m  it may n o t  

be necessary t o  present  t h i s  i n  as d e t a i l e d  a manner i n  a simulation. 

For example, a c e r t a i n  TLM parameter sampled a t  50 times per second 

i n  a real  environment may be presented a t  a much lower ra te  during a 

simulated mission and s t i l l  serve t h e  same purpose. It may a l s o  be 

determined, by interviewing the  f l i g h t  con t ro l l e r s ,  t h a t  c e r t a i n  de- 

s i r a b l e  d a t a  i s  not  ava i l ab le  f r o m  SCATS. 

t h e  i n a b i l i t y  of  SCATS t o  produce c e r t a i n  fau l t s  i n  a spacecraf t  system 

t h a t  would exerc ise  a p a r t i c u l a r  console operator ,  

acceptable  requirements are derived, it i s  then possible  t o  determine 

i f  the  d a t a  i s  ava i l ab le  from SCATS. If it i s  not ,  it must be deter-  

mined whether t he  l i m i t a t i o n  i s  a r e s u l t  of equipment o r  program re- 

s t r i c t i o n s  o r  both. Exactly how t h i s  would be determined would vary 

for each ind iv idua l  case.  The following simple i l l u s t r a t i o n  w i l l  

i n d i c a t e  the  resu l t  of an inves t iga t ion  of t h i s  type.  

One way t o  provide t h i s  knowledge would 

An example here  would be 

Once the  minimum 

Cer ta in  remote s i tes  are not  ass igned,by t h e  sequencing program 

o f  t h e  GSSC t o  an SRS during a simulation i f  t h e  time between A0S and 

LOS i s  less than a spec i f ied  minimum period. 

acceptable  l i m i t a t i o n  of the  SCATS. 

one possible  so lu t ion  would be t o  add a t h i r d  SRS t o  SCATS, thereby 

permit t ing th ree  cont ingents  of f l i g h t  c o n t r o l l e r s  t o  operate  a t  t h e  

same t i m e .  

A t  present ,  t h i s  i s  an 

If i t  should become unacceptable, 
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The da ta  requi red  t o  perform t h e  ana lys i s  o f  the time required f o r  

the  GSSC t o  generate  TLM b i t  streams would be a c t u a l  s t a t i s t i c s  on t h e  

loading of the  GSSC i n  a maximum simulat ion case. With these  f i g u r e s  

we can then determine what impact a lower sample r a t e ,  which would 

decrease the  processing time, would have on the  r e s t  o f  the system. 
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SECTION I V  

SUMMARY 

The r epor t  on SCATS has presented t h e  recommendations f o r  t h ree  

major a reas  of i nves t iga t ion ,  namely, t he  performance and opera t iona l  

e f f i c i ency ,  t h e  con t ro l  and monitoring c a p a b i l i t y  and t h e  e f f i c i e n c y  

o f  t h e  use  of  t h e  SCATS simulat ion c a p a b i l i t i e s .  Certain s a l i e n t  

ques t ions  have been defined i n  each area  o f  i nves t iga t ion  and t h e  

da t a  and methods f o r  compiling the da t a  t o  answer these  quest ions have 

been set f o r t h .  

I t  i s  our opinion t h a t  t h e  SCATS i s  an e f f i c i e n t  and f l e x i b l e  

system p resen t ly  capable of  s imulat ing most of  t h e  da t a  presented t o  

MCCH and remote s i t e  f l i g h t  c o n t r o l l e r s  during a l l  phases o f  a Gemini/ 

Agena mission t o  an acceptable  degree o f  accuracy. It has,  however, 

c e r t a i n  l i m i t a t i o n s  which do not  appear a t  present  t o  d e t r a c t  i n  any 

s i g n i f i c a n t  way from t h e  q u a l i t y  of t he  simulated exerc ises .  

Future performance analyses  should emphasize the  a reas  of opera- 

t i o n a l  requirements and procedures. 

most bene f i c i a l  information would be derived t o  guide improvements o r  

modif icat ions t o  t h e  system, r a t h e r  than d e t a i l e d  performance analyses  

of  i nd iv idua l  SCATS equipments. 

It i s  from these  s t u d i e s  t h a t  t he  
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